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Features

PREFACE

This book is primarily intended as a text for a one- or two-semester course on
statistical research methods for graduate students in biology, agriculture, and related
life sciences. The book contains a variety of real examples and exercises drawn from
these areas, including many from the author’s consulting experience.

The book introduces statistical models early and uses a model based approach in the
development of the statistical methods. The main focus is on planning and analyz-
ing designed experiments. Point and interval estimation take priority over statistical
hypothesis testing. Particular attention is paid to methods of constructing and in-
terpreting one-at-a-time and simultaneous confidence and prediction intervals (one-
and two-sided). Methods and guidelines for determining sample sizes get more em-
phasis in this text than is normally found in books written for similar audiences. The
important difference between hypothesis testing and confidence interval approaches
to sample size calculation is emphasized, and guidelines are given on how to use
SAS to determine sample sizes.

Even though the book emphasizes interpretation of results over computational
details, computational details are given when it is felt that such details help in the in-
terpretation of the computed quantities. Printouts from popular statistical software—
SAS and StatXact—are frequently used to display the results in the worked examples
in the text.

Also available from the publisher is the SAS Companion for Statistical Research
Methods in the Life Sciences, authored by Mary Sue Younger (1997), which shows
how to use the statistical computing software SAS to perform the calculations de-
scribed in this book.

]
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The book, with the exception of Appendix B, is written at a mathematical level
typical among first-year graduate students in life sciences. The ability to manipulate
simple mathematical formulas with symbols and interpret graphs of simple functions
is expected, but knowledge of calculus or a background in statistics is not necessary.
Some familiarity with upper division linear algebra and calculus will be needed if
covering Appendix B.

The book can be divided into seven parts. The first part, consisting of the first three
chapters, is devoted to a discussion of some basic concepts and definitions central
to the study of statistics. Throughout this initial part, the focus is on the theme that
statistics deals with methods of collecting and using information obtained in samples
to draw conclusions about populations. The notion of population, sample, sampling
distribution, estimation, hypothesis testing, and prediction are introduced in this part.
In Part 2 (Chapters 4, 5, and 6) the most commonly occurring situations—in which
the researcher is interested in making inferences about one or two populations—are
used to describe statistical methods of estimation, hypothesis testing, and prediction.
Part 3 (Chapters 7, 8, and 9) discusses some general issues pertaining to design-
ing research studies and presents methods based on one-way analysis of variance
(ANOVA) for the design and analysis of comparative experiments; that is, experi-
ments in which the objective is to compare several treatments with each other. Part 4
contains Chapters 10 and 11 and is devoted to a discussion of regression methods.
A detailed discussion of simple and multiple linear regression is included in these
chapters. Chapter 12 is the fifth part, in which ANOVA models and regression mod-
els are treated as special cases of the general linear models. Analysis of covariance
is treated as an example of the use of general linear models, Chapters 13, 14, and 15
constitute Part 6, in which the one-way ANOVA is extended to cover experiments
involving multiple factors with fixed and random effects. Finally, Part 7 (Chapter 16)
provides an introduction to analysis of repeated measures designs, an important ap-
plication of the methods based on general linear models involving random and fixed
effects. In this text, split-plot experiments are treated as special cases of repeated
measures studies.

Most of the material in the book has been class tested in graduate-level applied
statistics courses taught by the author to graduate students in the life sciences and
in statistics. The book contains sufficient material to cover a two-semester sequence
of courses. Depending on the emphasis of the course, some material may be omitted
or used as extra reading assignments. For example, for students with some statistics
background, Chapters 1, 2, and 3, may be covered very quickly; class time might
be spent on only the main definitions with the remaining material used as reading
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assignments. In'Somé& dbutsés, one or more of the chapters and sections dealing with
ordinal data, categorical data, and sample sizes may be skipped. One possible divi-
sion of the text material into two semesters will cover the ANOVA and regression
topics in the first semester with the second semester devoted to ordinal data, cate-
gorical data, and factorial (fixed and mixed models) analyses. Such a division will
correspond to the following coverage of the topics in the text:

Semester 1:  Chs. 1,2, 3, 4,7, 8 (skip 8.8 and 8.9), 9, 10 (skip 10.10), and 11
Semester 2: Chs. 5, 6, Secs. 8.8, 8.9, 10.10, Chs. 12, 13, 14, 15, and 16

The book, supplemented with selected topics from Appendix B, can also be used
as the text for a one- or two-semester applied statistics course for first-year graduate
students majoring in statistics. Appendix B collects a number of theoretical results
that a masters-level statistician should be familiar with.

Supplements

In addition to Mary Sue Younger’s SAS Companion, which provides SAS software
instruction for the examples in Statistical Research Methods in ihe Life Sciences,
the following supplementary materials are available: the Solutions Manual contains
complete solutions for all the problems in the text; the Student Solutions Manual
contains complete solutions for all the odd-numbered problems in the text; and a data
disk (attached to the inside back cover of the text) contains data sets for the problems
in the text. The data sets are formatted for SAS, StataQuest, Minitab, and in ASCIL.
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Introduction

Statistics:
Its Objectives and Scope

1.1  Introduction

1.2 Population and sample

1.3  Statistical components of a research study
1.4 Using computers for data analysis

The word statistics means different things to different people. In everyday usage,
statistics are numbers used to summarize information about objects or phenomena.
We have statistics pertaining to the performance of a football team, statistics to
describe physical aspects of a human being, statistics to summarize characterisfics
of groups of human beings, statistics to describe weather conditions, and statistics to
measure the effectiveness of a drug, for example. In this book, we will use the term in
a broader sense: Statistics refers to a body of scientific principles and methodologies
that are usefu] for obtaining information about a phenomenon or a large collection of
items. Statistical methods are techniques for using limited amounts of information
to arrive at conclusions—called statistical inferences—about the phenomenon or
the collection of items of interest. The use of statistics to make inferences is best
illustrated by means of some examples.
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] Chapter 1 Statistics: Its Objectives and Scope

For residents of West-Central Florida, many of whom live in homes built on re-
claimed phosphate mine lands, the possibility of above-normal indoor radiation is
a matter of great concern. A regulatory agency investigating the possible health
implications of living in these homes-—for example, the Environmental Protection
Agency (EPA) or the Florida Department of Health and Rehabilitative Services
(HRS)—seeks answers to the following questions.

1 Whatis the average indoor radiation level in homes built on reclaimed phosphate
mine lands? How do indoor radiation levels vary between homes within a region?

2 What is the average level of indoor radiation exposure for residents of reclaimed
phosphate mine lands? How do these exposure levels vary among residents?

3 What proportion of the residents of these homes are being exposed to radiation
levels considered hazardous to human health?

Obviously, the answers to these questions will lead to some inferences about
the radiation levels in all homes built on reclaimed lands. As is often the case in
scientific investigations, it is virtually impossible to obtain all of the data required
for a complete and precise answer to these questions. Measuring indoor radiation
levels and determining the exposure levels of occupants in every home would be
impractical in terms of time, equipment, and personnel. Consequently, the needed
information is obtained on the basis of measurements from relatively few homes
and residents; that is, the required inference is based on information contained in a
selected subset of homes and residents in the region of interest. m

The effect of harsh environmental conditions in tropical and subtropical areas is such
that many commonly used tropical grasses (for example, Pensacola Bahia grass) are
unable to meet the maintenance requirement of grazing livestock. Studies based on
chemical analyses and digestibility (quantity digested as a percent of total intake) in
laboratory experiments have shown that Mott dwarf elephant grass has the potential
to support high levels of animal performance throughout the grazing season. In a
recent study, Caceres (1990) compared, for sheep, the digestibility of Mott dwarf
elephant grass harvested in June and September with the digestibility of Pensacola
Bahia grass harvested in June and September. The questions addressed by Caceres
include the following.

1 What is the average digestibility of Pensacola harvested in June? How do di-
gestibility values for Pensacola harvested in June vary from sheep to sheep?

2 Can the average digestibility for Mott harvested in June be expected to be higher
than that for Pensacola harvested in June? How much higher?

3 What can be said about the differential digestibility between June- and
September-harvested Pensacola compared to the differential digestibility be-
tween June- and September-harvested Mott?

Answers to these questions require inferences about the future performance of
two varieties of grass harvested at two different times. These inferences must be
based on measured digestibility values for a selected number of animals fed each of



EXAMPLE 1.3

1.2

1.2 Population and sample ]

the four types of grass—1June-harvested Pensacola (JP), September-harvested Pen-
sacola (SP), June-harvested Mott (JM), and September-harvested Mott (SM). On
that basis, inferences are made about four sets of measurements: (1) the future di-
gestibility values for all sheep fed JP; (2) values for all sheep fed SP; (3) values for
all sheep fed JM; (4) values for all sheep fed SM. =

An investigator is interested in evaluating the relationship between age, blood sugar
level, and blood cholesterol level of insulin-dependent diabetics who are on a special
experimental diet. The investigator wants to answer the following questions, among
others:

1 How does the blood cholesterol level change with age and blood sugar level?
2 Are higher cholesterol levels associated with higher sugar levels?
3 Do older diabetics tend to have higher sugar and cholesterol levels?

These questions relate to a collection of measurements for all insulin-dependent
diabetics who are on the special diet. Each measurement in this collection consists of
three values—the age, blood sugar level, and blood cholesterol level of a patient. =

As Examples 1.1-1.3 illustrate, scientific inferences involve two distinct types of
collections of measurements: the collection about which information is desired; and
the collection from which information is derived. These collections of measurements
are called the population and sample, respectively, and are described in more detail
in the next section.

Population and sample

Population

ExAMPLE 1.4

A population (sometimes referred to as a statistical population) is a collection (or ag-
gregate) of measurements about which an inference is desired. Example 1.4 contains
descriptions of several populations.

The regulatory agencies in Example 1.1 would like to obtain information about
indoor radiation levels in homes built on reclaimed phosphate mine lands.

Suppose that there are 4000 homes built on reclaimed lands and that a total
of 15,200 persons reside in them. Then, the first question concerning the indoor
radiation levels pertains to a population of 4000 radiation-level measurements, one
for each home in the group of homes under consideration. The second question in
Example 1.1 refers to a population formed by the collection of 15,200 measurements
of exposure levels of the residents in the 4000 homes. The third question asks for
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information about the proportion of residents of the 4000 homes who are being
exposed to a hazardous level of radiation. What population does this question refer
to? Suppose that, for every individual residing in one of these homes, we place the
measurement 1 in the population if the resident is exposed to an unsafe level of
radiation; otherwise, we place the measurement 0 in the population. The resulting
population is a collection of 15,200 measurements consisting of Os and 1s. Figure 1.1
shows a 0-1 population of 200 individuals. In this population 1 and O represent,
respectively, an individual who was and was not exposed to an unsafe level of
radiation. Notice that since the population contains 10 measurements equal to 1, 10%
of the population have been exposed to unsafe radiation levels. The third question in
Example 1.1, then, refers to the proportion of 1s in the 0—1 population.

Now consider Example 1.2. In this example, the scientist is interested in making
inferences about the digestibility of four types of forage—IJP, SP, IM, and SM—in
sheep. The first question refers to the population of digestibility measurements for
all sheep who are fed JP. Unlike the three populations in Example 1.1, this popu-
lation exists only conceptually, because it consists of a set of measurements to be
observed in the future. The second question in Example 1.2 refers to two concep-
tual populations: the potential digestibility measurements for sheep fed JP; and the
digestibility measurements for sheep fed JM. The third question in Example 1.2
inquires about the averages of four conceptual populations representing the future
digestibility measurements from sheep fed each of the four forage grasses.

Finally, in Example 1.3, the population of interest is a collection of measure-
ments—each of which consists of three values (age, blood sugar level, and blood
cholesterol level)—for an insulin-dependent diabetic who is on the experimental
diet. m

FIGURE 1.1
Statistical population representing exposure levels of 200 individuals
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Note that, in statistics, a measurement is one of the elements that form the
population. In certain populations, each measurement may consist of several val-
ues. Populations in which each measurement is a single value are called univariate



