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NOTE TO T! . READER

This volume differs from Volume I in only one essential respect: the
dimensionsality of the strategy spaces available to the players of the
. game. In Volume I our strategy spaces were finite-dimensional; in this
| volume they are infinite-dimensional. L
g . In order that this volume may be studied independently of Volume I,
_ the essential background material from Volume I is reproduced here in.
its entirety: i.e., Chapter 1, which presents the underlying concepts of / ‘
' game theory in their simplest form and introduces the basic notation;
* and the appendixes, which review matrix théory, the properties of convet/
sets, and miscellaneous topics of function theory.
| 1 # The orgamization of this volume is similar in all respects to that of

Volume 1. : i
g ; © SamueL Karin
ie g 'St_anford, California
. Awugust 1959 i
i -
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ot i/ ‘, i
g LLOGICAL INTERDEPENDENCE OF THE VARIOUS CHAPTERS

(applies only to unstarred sections of each cka_pter)
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NOTATION

VEcToRrs

- A vector x with n components is denoted by

X — Ty, 1‘2,...,12,,). .
" £ ‘ A
x > 0shall mean z; =2 0:(F=1,2, .., n).
x > 0 shall signify z; > 0 and at least one .component of X' snnct]yt
.posmve
x >> 0 denotes that 2,20 (L = 2 , n)-(all components are posi-
tive). : ] \ -

The inner product of two real vectors x and y in E™ i is denoted by

(X y) = Z zeyi.

- 1-1

In the complex case , :

(x) Y) e Z xfy”

=]
‘where 7: denotes conjugate complex.
' The distance between two vectors x and y is denoted by gl

* MATRICES

A matrix A in terms of its'components is denoted by |la:|l.
A ma,trn': A apphed to vector x in the manner xA gives the vector

. (thazlx thasZ; ceey th’aiﬂ>-
Similarly, E ;
= (a1 Za?iyj: vie's 'y ZaﬂJyJ) %

(Ax); denotes thz j th component of the irector Ax'.
. 'The transpose of & is denoted by A’. \
{ The determinant of A is usually designated by |A| and altematwofy

by det A.

N




e iR ’ s
-~

v ¢ ! x B % 2
NOTATION il TS e e

Vet R e Convex Sute

The convex set spanned by a set, S wdenoted alternatlvely by Co (8) ) =

81
- The convex cone, spanned by S, is denoted by P,g or Ps.

Ll e © DISTRIBUTIONS S
,‘Th'esyi'nbols S S T S ARl
o Xy ¥y, and’ ‘71, (0<% <D e :

re used mterchangeably to represent a dxstnbutlon deﬁned on ‘the unit-
‘ 1nterva1 Whlch‘ concentrates 1ts full mass at the point &y, that is, ' ~
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CHAPTER 1

THE DEFINITION OF A GAME AND
THE MIN-MAX THEOREM

1.1 Introduction.” Games in normal form. The mathematical theory of
games of strategy deals with situations involving two or more participants
with conflicting interests. The outcome of such games is usually controlled
partly by one side and partly by the opposing side or sides; it depends to
some extent on chance, but primarily on the intelligence and skill employed
by the participants.  Aside from games proper, such as poker and chess,
there are many conflicting situations to which the theory of games can be
applied, notably in certain areas of operations research, economics, politics,
and military science.

We shall first coungsider only two-person zero-sum games, i.e., games
with only two participants (competing persons, teams, firms, nations) in
which one participant wins what the other loses. It should be noted that
the terms of this situation exclude the possibility of any bargaining be-
" tween the participants. We shall’also be concerned with two-person

coustant-sum games, in which the two players compete irreconcilably for
the greatest possible share of the kitty. By suitable renormalization such '
a game may be converted into a zero-sum game.

A fundamental concept in game theory is that of strategy. A strategy
for Player I is a complete enumeration of all actions Player I will take for
every coutingency that might arise, whether the contingency be one of
chance or one created by a move of the opposing player. What a strategy
is should not be mterpreted too naively. It might seem that once Player I
has chosen a strategy, every move he makes at any stage is determined, in

. the sense that he has in mind at the beginning of the game a sequence of
moves which he will carry out no matter what his opponent does. However,
what we mean by “strategy” is a rule which in determining Player I's ith .
moves, takes into account everything that has happened before his ith
turn. The reason ¢ player does not change a strategy during a game is not
that the strategy has cornmitted him to a sequence of moves he must make

. no matter what his opponent does, but that it gives him a move to make

in any circumstances that may arise.

It is usual, in describing a game, to regard all possible procedures, good
or bad, as possible strategies. Even in simple games the number of possible

1



2 ‘DEFINITION OF A GAME: THE MIN-:fAX THEOREM [cuarp. 1

strategies is often forbidding. Consider the game of ticktacktoe.* Suppose
Player I makes the first move. There are nine possible positions for his

first cross. Player II then has eight po\ssible\moves he can make, and what -

Player I does at his second opportunity to move will depend on the pre-

ceding move of Player II. In this situation there are seven possible moves -

he may make. Player I's.third move will, of course, depend on all the
preceding moves of both players; and so on. ;

A strategy might start, off as follows: Player I’s first cross is to be made
in the upper right-hand square. If Player 1T marks either the square below
or the square to the left, Player I makes his second cross in the center
square; if Player II marks the center square, Player I makes his second

oross in the lower left-hand square; if Player II marks any of the other

five squares, Player I makes his second cross in the square immediately

below' the first; and thus the description goes on. Player I might even

smbody in his strategy the possibility of randomizing, according to a fixed
_probability distribution, among alternatives at a given move. :

Clearly, an enormous number of possible strategies present themselves
even for such a simple game as ticktacktoe. Although many of them
intuitively seem to be poor strategies, We' are obliged to include all the
possibilities in order to give a complete description of the game. In the
course of this book mathematical tools for manipulating and analyzing
these large sets of strategies will be developed. : :

A second fundamental concept in game theory is that of the pay-off.
The pay-off is the connecting link between the set of strategies open to
Player I and the set open to Player II. Specifically, it is a rule that tells
how much Player 1 may be expected to win from Player 11 if Player 1
chooses any particular strategy from' his set of strategies and Player 11
chooses any particular strategy from his set. The pay-off function is

always evaluated in terms of the appropriate utility units (see the notes

to this section on p. 20). - :

We are now ready for a formal definition of a game. S

" A game is defined to be a triplet { X, Y, K}, where X denotes the space

of strategies for Player I, Y signifies the space of strategies of Player 11,
and K is a real-valued function of X and Y. Player I chooses a strategy
x from X and Player II chooses a strategy y frora Y. “For the pair {x, y}
#he pay-off to Player I is K(x, y).and the pay-off to Player II is—-K(x,y).
We shall call K the pay-off kernel. ° : ‘ SO

In the absence of a statement to the contrary, the following conditions
are assumed to be satisfied throughout this chapter: e :

" * Picktacktoe is played-on a 3 X 3 matrix grid. Players move alterné,tely
and on each turn are allowed to capture one qf the remaining free squares. The

first player who takes possession of three squares which are on a single horizontal,

vertical, or diagonal line wins.

?

LSS
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1.1] ’ INTRODUCTION. = GAMES IN NORMAL FORM ; 3
‘(a) X is a'convex, closed, bounded set in Euclidean n-space E™.
(b) Y is a convex, closed, bounded set in Euclidean m-space, B™.

~(c) The pay-off kernel K is a convex linear function of each variable.
~ separately. Explicitly, Sy

KDy + (1 = Nxs, 3] = xK_(xl, Y+ (1= VK, )

and
Kix, Ny + (1 — )\)Yzl AK(%, y0) + (1 — X)K(x ¥2), .

where \ is a real number satlsfymg () <N

8 - . Several of these limitations will be relaxed in later cha.pters 3

; - The property that is essential in Chapters 1-4 is that X and Y are

" convex sets and have the character of finite dimensionality. (A representa-
tion of a game as a triplet involving strategy spaces which are finite-
dimensional is necessarily a restriction; its justification rests on the fact
that numerous actual games are of this kind.) The identification of
strategies with points in Euclidean n-space is a convemence that simplifies
the mathematical analysis. ;

An 1mportant special class of games is obtained where X is taken as the

simplex S™ in E”, defined as 1he, set of all'x = (%1, 2, .: 7, Zn) *where

i _>_ 0 and
Z Ty = 1",

t=1

HEY

and the sp‘xce Y is the cor respond1 ng simplex 7™ in E’” The pay-off kemel
then ta.kes the form o ' ;

: A K(x y) = Z Z zaiy; = (X, A.V)»

VAL Je==1 =1
'

where A is the matnx lla;;ll. In the case of such matrix games we shall often

~ denote the pay-off corresponding to strategies x and y as A(x, y) in place

of K(x,y) to suggest that these games are matrix games, i.e., games: in
“which K(x,y) = (x, Ay). -

Certain specml strategies consisth'lg of vertex points of X are denoted

bye;= (0,...,0,1,0,...,0) ¢ =1, , n), where the 1 oceurs in the
1th component These are P ayer I’s pure strategws -Similarly, the strate-
gies #;=(0,...,0,1,0,...,0) of ¥ (j = ,m) are referred to as
Player II's pure strategles Smce A (e, ﬁ,) = K(al, B,) = a;j, we see

that the 7, j element of the matrix array A expresses the yield to Player I
 when Player T uses the pure strategy a; and Player I1 emplnys the pure
~ strategy B;.




4 DEFINITION OF A GAME: THE MIN-MAX THEOREM [caap. 1

A strategy x = (zy, T3, . . ., ¥») With no component equal to 1 is called
a mized strategy. In view of the relationship

3 oK@ y) = K9, AL

=1

the mixed strategy x can be effected as follows. An experiment is con-
ducted with n possible outcomes such that the probability of the 7th
outeome is r;. THe ith pure strategy is used by Player I if and only if the

_ ith outcome has resulted, and the yield to Player I becomes the expected
yield from this experiment, namely .

: i z:K(e;, Y)

tw=] .~

This amounts to playing each pure strategy with a specified probability.
We can therefore interpret a mixed strategy as a probability distribution
‘defined on the space of pure strategies, and conversely. Similar interpre-
tations apply to the strategy space T™ of Player II. _ ‘

The usua! introductory approach to game theory is to enumerate the
spaces of pure strategies for both players and to specify the pay-off matrix
A corresponding to these pure strategies. The concept of mixed strategy *
is introduced subsequently, and the pay-off function is then 'replaced in a
natural way by the expected pay-off function. In this:book we have
started with theé more general formulation of a game, in terms of a triplet
specifying the complete strategy spaces for both players and the pay-off
kernel. In this formulation, the distinction between pure and mixed
strategies does not exist. Nevertheless, in many special classes of games .
it is natural to single out the pure strategies, which span convexly the
space of all strategies. This will be done wherever it is advantageous, e.g.,
‘whenever pure strategies occur in a natural manner and possess special -
significance. Broadly speaking, however, we lose no generality by starting
directly with two-person zero-sum games in normal form, where the
strategy spaces are finite-dimensional. ' v
' Again, it has been common in the literature of game theory to make a
distinction between games in extensive form and games in rormal form
and to take the first as a point of departure. A game formulated in exten-
sive form is developed in terms of more primitive concepts such as “play,”

' “chance move,” “personal move,” and “information structure.” A strategy

* Although we have postulated this formula, it is possible to derive it by
_ appealing to a suitable axiom system satisfied by a preference pattern which
selects among alternative probability distributions over the space of outcomes
resulting {rom the choice of a.pure strategy (sce the notes to this gection).



1.2 : O CORAMBERE 5
’ y i : § ¢
'is then defined within the frame\imrk of these notions, and the analysis of
optimal strategies proceeds from this point. Finally, a theorem is proved
to the effect that any game in extensive form may be in fact reduced to an
equivalent game in normal form. _~ i :

In contrast, our definition of a game as a triplet begins immediately
with the concepts of strategy and pay-off, and is flexible and general
enough to encompass a,l’l forms of finite game theory, including in particular
the structure of games in extensive form. By carefully defining strategies:’
and specifying completely X, ¥ and K(x, y) we are able to handle all forms

. of information patterns that arise. This will become clear as we study

- specific games. ' ‘ ; : i

T4 may happen that i s3pecial instances one can construct two apparent

N strategy spaces which are in fact equivalent in terms of pay-off. Whenever .
+  necessary we shall demonstrate this equivalence. For purposes of mathe-~
" Inatical consistency, however, whenever any two given games differ in a
: specific component, the two games are taken to be distinct. For example,
. if we enlarge the X strategy space while the components ¥ and-K remain
unchanged, we create a new game. This is so even if the added strategies
_ are obviously .infer'ior and . cannot affect. either player’s ultimate choice of
an optimal strategy. In practice, as will be seen, the strategy spaces

* exhibited constitute an exhaustive class of procedures, i.e., a class of pro--

_cedures that take into account all the fine structure of the model.

1.2 Examples. In dealing with finite matrix games it is sufficient to
specify the pure strategies for botk players and the corresponding pay-off
matrix [la;ll. The pay-off kernel for arbitrary mixed strategies x and y is

0 given by the expression : :

m n
: il - K(x,y) = Z Z T055Y;5. : (1.2.1)

Je=l gw=l

Example 1. Matching pennies. Players I and II each display simul-
taneously a single penny. If I matches II, ie., if both are heads or both
are tails, I takes IT's penny. Otherwise, II takes I’s penny. The pay-off

" kernel is represented in matrix form as follows:

Player II
;e
Player H|l -
} W 2 Rl onl 1'_ ‘

The first pure strategy,fo‘r I would be to display heads and the aecoixd »
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6 ' DEFINITION OF A GAME: THE MIN-MAX THEOREM {cHAP. 1
tails. One possible mixed strategy would be ‘to randomize equally between
showing heads and tall% (e, X (3, %))

E.rample 2. Two-fi ngor Morra. Each pla) er dx%playf, cxther one or two
fingers and simultaneously guesses how many the opposing player will
show. If both players guess correctly or both guess incorrectly, the game .,
is a draw. TIf only one guesses correctly, he wins an amount equal to the
total number of fingers shown by both players. \

‘In this case each pure strategy will have two component% (a) the num-v_
ber of fingers to show, and (b) the number of fingers to guess. Thus, each
strategy can be represented by a pair {a, b), where a denotes the first
component, and b the second. For example, the strategy (2, 1) for Player 1
is to show two fingers and guess one. There will be four such pure, strategies
for each player: (1, 1), (1 2), (2, 1), and (2 2). The pay-off matrix is
shown below. -

Player II :
US1 ey G0 ey o Q
SenHE s 0TS e 0T 04 e
Player (1,2) " —2 0 0 5 : "
I @, 1) i 3 0 {ga L : .
2 H 0 -3 4 o o

»

Example 3. Poker model. In this poker model there are only three pos-
sible hands, as compared with (%2) in regular poker, and all three are con-
sidered equally likely to oceur: One hand is dealt to each player. There
is a preference ordermg among the hands: Hand 1 wins over hands 2 and
3, and hand 2 wins over hand 3. The ante is a units. Player I can either
pass or bet b umts If Player I bets then Player II can either fold or call.
If Player I passes and Player II bets, then Player I again has the option
of folding or calling. The three possible courses of play can be diagrammed
as follows:

- il Player 1 Player 11 Player 1

pass —  pass .
. fold}
pass — ‘bet i call}
: ' fold :
i call} S et Gt L

If a pass follows a bet the bet wins. - If both contestants pass or if one
contestant calls, the hands are compared and the player with the better.-
hand wins the pot




