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Preface

This book is the culmination of an investigation into the applicability of proba-
bilistic methods to tasks requiring automated reasoning under uncertainty. The
result is a computation-minded interpretation of probability theory, an interpreta-
tion that exposes the qualitative nature of this centuries-old formalism, its solid
epistemological foundation, its compatibility with human intuition and, most
importantly, its amenability to network representations and to parallel and distri-
buted computation. From this vantage point I have attempted to provide a
coherent account of probability as a language for reasoning with partial beliefs and
bind it, in a unifying perspective, with other artificial intelligence (Al) approaches
to uncertainty, such as the Dempster-Shafer formalism, truth maintenance systems,
and nonmonotonic logic.

Probabilistic Reasoning has been written with a variety of readers in mind. It
should be of interest to scholars and researchers in Al, decision theory, statistics,
logic, philosophy, cognitive psychology, and the management sciences.
Specifically, Al researchers can take an earnest look at probability theory, now that
it is phrased in their language, and probabilists should be challenged by the new
issues that emerge from the Al experiment. In addition, practitioners in the areas
of knowledge-based systems, operations research, engineering, and statistics will
find a variety of theoretical and computational tools that should be of immediate
practical use. Application areas include diagnosis, forecasting, image understand-
ing, multi-sensor fusion, decision support systems, plan recognition, planning and
control, speech recognition — in short, almost any task requiring that conclusions
be drawn from uncertain clues and incomplete information.

The book is also intended as a textbook for graduate-level courses in Al, opera-
tions research, and applied probability. In teaching this material at various levels
of sophistication, I have found that the conceptual tools students acquire by treat-
ing the world probabilistically grow in value, even (perhaps especially) when the
students go on to pursue other formalisms.

To my own surprise, most of these chapters turned out to be fairly self-
contained, demanding only a basic understanding of the results established in pre-
vious chapters.

Chapter 1 identifies the basic Al paradigms of dealing with uncertainty and
highlights the unique qualitative features that make probability theory a loyal
guardian of plausible reasoning. Chapter 2 introduces the basic principles of
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viii Preface

Bayesian inference and discusses some epistemological issues that emerge from
this formalism. Those who have had no previous exposure to probability theory
(some computer science students fall into this category) might wish to consult an
introductory textbook and should follow closely the examples in Chapter 2 and
work the exercises at the end of that chapter. In general, an elementary course in
probability theory or decision analysis should be sufficient for mastering most of
the book.

The casual reader seeking a painless glimpse at the basic issues of uncertainty
should read the less technical sections in each chapter. These are indicated by a
single asterisk (*) in the Contents. Chapters 1, 9, and 10 will prove especially
useful for those seeking a comprehensive look at how the various formalisms are
related, and how they measure up to each other under the acid test of human
intuition.

The more technically oriented reader will want to follow the sections marked
with a double asterisk (**), glancing occasionally at the definitions and results of
other sections. This path leads the reader from traditional Bayesian inference and
its graphical representations, into network propagation techniques (Chapters 4 and
5) and decision analysis (Chapter 6), and then into belief functions (Chapter 9) and
default reasoning (Chapter 10). Knowledge engineers and developers of expert
systems, for example, are advised to go straight to Section 3.3, then read Chapters
4,5,6,7,and 9.

The most advanced sections, dealing with topics closer to current research
frontiers, are marked with a triple asterisk (***). These include the theory of
graphoids (Chapter 3), learning methods (Chapter 8), and probabilistic semantics
for default reasoning (Section 10.2).

The reader should not view these markings as strict delineators. Just as an
advanced ski run has flat stretches and a beginner’s run has a mogul or two, there
will be occasional pointers to human-style reasoning in the midst of technical
discussions, and references to computational issues in the midst of philosophical
discussions. Some reviewers advised me to avoid this hybrid style of writing, but I
felt that retreating toward a more traditional organization would deny the reader
the sense of excitement that led me to these explorations. By confessing the
speculative nature of my own curiosity I hope to encourage further research in
these areas.

I owe a great debt to many people who assisted me with this work. First, I
would like to thank the members of the Cognitive Systems Laboratory at UCLA,
whose work and ideas formed the basis of many of these sections: Avi Dechter,
Rina Dechter, Hector Geffner, Dan Geiger, Moises Goldszmidt, Jin Kim, Itay
Meiri, Javier Pinto, Prasadram Ramachandra, George Rebane, Igor Roizen, Rony
Ross, and Thomas Verma. Rina and Hector, in particular, are responsible for
wresting me from the security blanket of probability theory into the cold darkness
of constraint networks, belief functions, and nonmonotonic logic.
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My academic and professional colleagues have been generous with their time
and ideas. I have been most influenced by the ideas of Stephen Lauritzen, Glenn
Shafer, and David Spiegelhalter, and my collaborations with Azaria Paz and
Norman Dalkey have been very rewarding. Helpful comments on selected
sections were offered by Ernst Adams, Moshe Ben-Bassat, Alan Bundy, Norman
Dalkey, Johan de Kleer, Arthur Dempster, Richard Duda, David Heckerman,
David Etherington, Max Henrion, Robert Goldman, Richard Jeffrey, Henry
Kyburg, Vladimir Lifschitz, John Lowrance, David McAllester, John Pollock,
Gregory Provan, Lenhart Schubert, Ross Shachter, Glenn Shafer and Michael
Wellman.

The National Science Foundation deserves acknowledgment for sponsoring the
research that led to these results, with special thanks to Y.T. Chien, Joe Dekens,
and the late Ken Curtis, who encouraged my research when I was still a junior
faculty member seeking an attentive ear. Other sponsors include Lashon Booker of
the Navy Research Laboratory, Abraham Waksman of the Air-Force Office of
Scientific Research, and Richard Weis of Aerojet Electro Systems.

The manuscript was most diligently typed, processed, illustrated and proofed
by Gina George and Jackie Trang, assisted by Nina Roop and Lillian Casey. I
thank the publisher for accommodating my idiosyncracies, and special thanks to a
very special copy editor, Danny Pearl, whose uncompromising stance made these
pages readable.

Finally, I owe a great debt to the rest of my family: to Tammy for reminding
me why it all matters, to Michelle for making me feel useful and even drawing
some of the figures, and especially to my wife Ruth for sheltering me from the
travails of the real world and surrounding me with so much love, support, and
hope.

J.P.
Los Angeles, California
June 1988
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Chapter 1

UNCERTAINTY IN Al SYSTEMS:
AN OVERVIEW

I consider the word probability as meaning
the state of mind with respect to an assertion,
a coming event, or any other matter on which
absolute Knowledge does not exist.

— August De Morgan, 1838

1.1 INTRODUCTION

1.1.1 Why Bother with Uncertainty?

Reasoning about any realistic domain always requires that some simplifications be
made. The very act of preparing knowledge to support reasoning requires that we
leave many facts unknown, unsaid, or crudely summarized. For example, if we
choose to encode knowledge and behavior in rules such as "Birds fly" or "Smoke
suggests fire," the rules will have many exceptions which we cannot afford to
enumerate, and the conditions under which the rules apply (e.g., seeing a bird or
smelling smoke) are usually ambiguously defined or difficult to satisfy precisely in
real life. Reasoning with exceptions is like navigating a minefield: Most steps are
safe, but some can be devastating. If we know their location, we can avoid or
defuse each mine, but suppose we start our journey with a map the size of a
postcard, with no room to mark down the exact location of every mine or the way
they are wired together. An alternative to the extremes of ignoring or enumerating
exceptions is to summarize them, i.e., provide some warning signs to indicate
which areas of the minefield are more dangerous than others. Summarization is



