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To the instructor

This textbook covers both fundamentals and advanced topics in computer-based
recognition of objects in scenes. It is intended to be both a text and a reference. Al-
most every chapter has a “Fundamentals” section which is pedagogically structured
as a textbook, and a “Topics™ section which includes extensive references to the
current literature and can be used as a reference. The text is directed toward grad-
uate students and advanced undergraduates in electrical and computer engineering,
computer science, or mathematics.

Chapters 4 through 17 cover topics including edge detection, shape characteriza-
tion, diffusion, adaptive contours, parametric transforms, matching, and consistent
labeling. Syntactic and statistical pattern recognition and clustering are introduced.
Two recurrent themes are used throughout these chapters: Consistency (a principal
philosophical construct for solving machine vision problems) and optimization (the
mathematical tool used to implement those methods). These two topics are so per-
vasive that we conclude each chapter by discussing how they have been reflected
in the text. Chapter 18 uses one application area, automatic target recognition, to
show how all the topics presented in the previous chapters can be integrated to solve
real-world problems.

This text assumes a solid graduate or advanced-undergraduate background includ-
ing linear algebra and advanced calculus. The student who successfully completes
this course can design a wide variety of industrial, medical, and military machine
vision systems. A CDROM is included with software tools developed by the authors
and images to support the homework assignments and projects. The software will run
on PCs running Windows or Linux, Macintosh computers running OS-X, and SUN
computers running SOLARIS. Software includes ability to process images whose
pixels are of any data type on any computer and to convert to and from “standard”
image formats such as JPEG.

Although it can be used in a variety of ways, we designed the book primarily as a
graduate textbook in machine vision, and as a reference in machine vision. If used
as a text, the students would be expected to read the basic topics section of each
chapter used in the course (there is more material in this book than can be covered
in a single semester). For use in a first course at the graduate level, we present a
sample syllabus in the following table.
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Sample syllabus.

Lecture

Topics

Assignment (weeks)

Reading assignment

1

Introduction, terminology, operations on images, pattern
classification and computer vision, image formation,
resolution, dynamic range, pixels

2.2-2.5and 2.9 (1)

Read Chapter 2. Convince

'yourself that you have the

background for this course

2 The image as a function. Image degradation. Point spread 3.1 (1) Chapters 1 and 3
function. Restoration
3 Properties of an image, isophotes, ridges, connectivity 32,41(2) Sections 4.1-4.5
4 Kemel operators: Application of kernels to estimate edge 4.A1,4.A2(1) Sections 5.1 and 5.2
locations
5 Fitting a function (a biquadratic) to an image. Taking 5.1,52() Sections 5.3—5.4 (skip hexagonal
derivatives of vectors to minimize a function pixels)
6 Vector representations of images, image basis functions. 54,55 @2)and 5.7, 5.8, Sections 5.5 and 5.6 (skip section
Edge detection, Gaussian blur, second and higher 59(1) 57
derivatives
7 Introduction to scale space. Discussion of homeworks 5.10,5.11 (1) Section 5.8 (skip section 5.9)
8 Relaxation and annealing 6.1,6.3 (1) Sections 6.1-6.3
9 Diffusion 6.2 (2) Sections 6A.2
10 Equivalence of MFA and diffusion 6.7 and 6.8 (1) Section 6A.4
11 Image morphology 7.5-7.7 (1) Section 7.1
12 Morphology, continued. Gray-scale morphology. 7.10(2) Sections 7.2, 7.3
Distance transform
13 Closing gaps in edges, connectivity 74 (1) Section 7A.4
14 Segmentation by optimal thresholding Sections 8.1, 8.2
15 Connected component labeling 8.2 (1) Section 8.3
16 2D geometry, transformations 9.3() Sections 9.1, 9.2
17 2D shape features, invariant moments, Fourier 9.2,9.4,9.10 (1) Sections 9.3-9.7
descriptors, medial axis
18 Segmentation using snakes and balloons Sections 8.5, 8.5.1
19 PDE representations and level sets Section 8.5.2
20 Shape-from-X and structured illurhination 9.10 (1) Sections 9A.2.2, 9A.2.3
21 Graph-theoretic image representations: Graphs, region Chapter 12
adjacency graphs. Subgraph isomorphism
22 Consistent and relaxation labeling 10.1 (1) Chapter 10
23 Hough transform, parametric transforms 11.1 (2) Sections 11.1, 11.2,11.3.3
24 Generalized Hough transform, Gauss map, application to Section 11A.3
finding holes in circuit boards
25 Iconic matching, springs and termplates, association 13.2 and 13.3 (1) Sections 13.1-13.3
graphs
26

The role of statistical pattern recognition




To the instructor

The assignments are projects which must include a formal report. Since there is usu-
ally programming involved, we allow more time to accomplish these assignments'—
suggested times are in parentheses in column 3. It is also possible, by careful selec-
tion of the students and the topics, to use this book in an advanced undergraduate
course.

For advanced students, the “Topics” sections of this book should serve as a col-
lection of pointers to the literature. Be sure to emphasize to your students (as we
do in the text) that no textbook can provide the details available in the literature,
and any “real” (that is, for a paying customer) machine vision project will require
the development engineer to go to the published journal and conference literature.
As stat_ed"a’bove, the two recurrent themes throughout this book are consistency
and optimization. The concept of consistency occurs throughout the discipline as a
principal philosophical construct for solving machine vision problems. When con-
fronted with a machine vision application, the engineer should seek to find ways to
determine sources of information which are consistent. Optimization is the princi-
pal mathematical tool for solving machine vision problems, including determining
consistency. At the end of each chapter which introduces techniques, we remind the
student where consistency fits into the problems of that chapter, as well as where
and which optimization methods are used.
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