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Preface

These are the proceedings of the 8th International Workshop on Cooperative
Information Agents (CIA 2004), held at the Fair and Congress Center in Er-
furt, Germany, September 27-29, 2004. It was part of the multi-conference
Net.ObjectDays 2004, and, in particular, was co-located with the 2nd German
Conference on Multiagent Systems Technologies (MATES 2004).

In today’s networked world of linked heterogeneous, pervasive computer
systems, devices, and information landscapes, the intelligent coordination and
provision of relevant added-value information at any time, anywhere, by means
of cooperative information agents becomes increasingly important for a variety
of applications. An information agent is a computational software entity that
has access to one or multiple, heterogeneous, and geographically dispersed data
and information sources. It proactively searches for and maintains information
on behalf of its human users, or other agents, preferably just in time. In other
words, it is managin'g and overcoming the difficulties associated with information
overload in open, pervasive information and service landscapes. Cooperative in-
formation agents may collaborate with each other to accomplish both individual
and shared joint goals depending on the actual preferences of their users, bud-
getary constraints, and resources available. One major challenge of developing
agent-based intelligent information systems in open environments is to balance
the autonomy of networked data, information, and knowledge sources with the
potential payoff of leveraging them using information agents.

Interdisciplinary research and development of information agents requires ex-
pertise in relevant domains of information retrieval, artificial intelligence,
database systems, human-computer interaction, and Internet and Web technol-
ogy. The CIA 2004 workshop aimed at providing an interdisciplinary forum for
researchers, software developers, and managers to get informed about, present,
and discuss the latest high-quality results in advancements of theory and prac-
tice in information agent technology for the Internet, the Web, and the Semantic
Web.

The CIA workshop series was initiated in 1997; since then the events of the
series have been held annually, mainly at different locations in Europe. Each
event of the series offers regular and invited talks of excellence that are given
by distinguished experts, and system demonstrations, and honors innovative re-
search and development on information agents by means of best paper awards
and system innovation awards. The proceedings of the series are regularly pub-
lished as volumes of the Lecture Notes in Artificial Intelligence (LNAI) series of
Springer.

In keeping with its tradition, this year’s workshop featured a sequence of
regular and invited talks of excellence given by leading experts in the field. These
talks covered a broad area of topics of interest, such as information agents for
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pervasive and peer-to-peer computing environments; issues of communication
and cooperation; industrial applications; and recommender agents.

This year the CIA System Innovation Award and the CIA Best Paper Award
were sponsored by Whitestein Technologies AG, Switzerland, and the Spanish
Association for Artificial Intelligence (AEPIA), respectively. The DMR Decision
Engineering Lab of the Universidad Rey Juan Carlos in Madrid, Spain provided
limited financial support to students who were co-authors of accepted papers so
that they could give their presentations at the CIA 2004 workshop.

CIA 2004 featured 3 invited and 18 regular papers selected from 59 submis-
sions. The result of the peer-review of all contributions is included in this volume,
rich with interesting, inspiring, and advanced work on research and development
on intelligent information agents worldwide. All previous workshop proceedings
were published by Springer as Lecture Notes in Artificial Intelligence volumes:
1202 (1997), 1435 (1998), 1652 (1999), 1860 (2000), 2182 (2001), 2446 (2002),
and 2782 (2003).

The CIA 2004 workshop was organized in cooperation with the Association
for Computing Machinery (ACM). In addition, we are very much indebted to
our sponsors, whose financial support made this event possible. The sponsors of
CTA 2004 were:

TRANSIT GMBH, Germany
URJC DecisioN ENGINEERING LAB (DMR), Spain
WHITESTEIN TECHNOLOGIES, Switzerland
SPANISH ASSOCIATION FOR ARTIFICIAL INTELLIGENCE, Spain
AGENTLINK III, EU FP6 COORDINATING ACTION

We are in particular grateful to the authors and invited speakers for con-
tributing their latest and inspiring work to this workshop, as well as to the
members of the program committee, and the external reviewers for their critical
reviews of submissions. Finally, a deep thanks goes to each of the brave members
of the local organization team from tranSIT GmbH at the Fair and Congress
Center in Erfurt for their hard work in providing the CIA 2004 event with a
modern, comfortable location, and a social program.

September 2004 Matthias Klusch, Sascha Ossowski,
Vipul Kashyap, Rainer Unland
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Multi-agent Systems and Distributed Data Mining

Chris Giannella, Ruchita Bhargava, and Hillol Kargupta

Department of Computer Science and Electrical Engineering
University of Maryland Baltimore County
Baltimore, MD 21250 USA

{cgiannel, ruchital,hillol}@cs.umbc.edu

Abstract. Multi-agent systems offer an architecture for distributed problem solv-
ing. Distributed data mining algorithms specialize on one class of such distributed
problem solving tasks—analysis and modeling of distributed data. This paper of-
fers a perspective on distributed data mining algorithms in the context of multi-
agents systems. It particularly focuses on distributed clustering algorithms and
their potential applications in multi-agent-based problem solving scenarios. It dis-
cusses potential applications in the sensor network domain, reviews some of the
existing techn'iques. and identifies future possibilities in combining multi-agent
systems with the distributed data mining technology.

Keywords: multi-agent systems, distributed data mining, clustering

1 Introduction

Multi-agent systems (MAS) often deal with complex applications that require distributed
problem solving. In many applications the individual and collective behavior of the
agents depend on the observed data from distributed sources. In a typical distributed
environment analyzing distributed data is a non-trivial problem because of many con-
straints such as limited bandwidth (e.g. wireless networks), privacy-sensitive data, dis-
tributed compute nodes, only to mention a few. The field of Distributed Data Mining
(DDM) deals with these challenges in analyzing distributed data and offers many al-
gorithmic solutions to perform different data analysis and mining operations in a fun-
damentally distributed manner that pays careful attention to the resource constraints.
Since multi-agent systems are also distributed systems, combining DDM with MAS for
data intensive applications is appealing.

This paper makes an effort to underscore the possible synergy between multi-agent
systems and distributed data mining technology. It particularly focuses on distributed
clustering, a problem finding increasing number of applications in sensor networks,
distributed information retrieval, and many other domains. The paper discusses one of
these application domains, illustrates the ideas, and reviews existing work in this area.
Although, the power of DDM is not just restricted to clustering, this paper chooses to
restrict the scope for the sake of brevity.

The paper is organized as follows. Section 2 provides the motivation behind the
material presented in this paper. Section 3 introduces DDM and presents an overview
of the field. Section 4 focuses on a particular portion of the DDM literature and takes

M. Klusch et al. (Eds.): CIA 2004, LNAI 3191, pp. 1-15, 2004.
(© Springer-Verlag Berlin Heidelberg 2004



2 C. Giannella et al.

an in-depth look at the distributed clustering literature. Section 5 considers distributed
clustering algorithms in the context of sensor networks that are drawing an increasing
amount of interest from the multi-agent systems community. Finally, Section 6 con-
cludes this paper.

2 Motivation

Agents in MAS need to be pro-active and autonomous. Agents perceive their envi-
ronment, dynamically reason out actions based on conditions, and interact with each
other. In some applications the knowledge of the agents that guide reasoning and ac-
tion depend on the existing domain theory. However, in many complex domains this
knowledge is a result of existing domain theory and also the outcome of empirical data
analysis. Scalable analysis of data may require advanced data mining for detecting hid-
den patterns, constructing predictive models, and identifying outliers, among others. In
a multi-agent system this knowledge is usually collective. This collective “intelligence”
of a multi-agent system must be developed by distributed domain knowledge and anal-
ysis of distributed data observed by different,agents. Such distributed data analysis may
be a non-trivial problem when the underlying task is not completely decomposable and
computing resources are constrained by several factors such as limited power supply,
poor bandwidth connection, and privacy sensitive multi-party data, among others.

For example, consider a defense related application of monitoring a terrain using
a sensor network that has many tiny mote-type [15] sensors for measuring vibration,
reflectance, temperature, and audio signals. Let us say the objective is to identify and
track a certain type of vehicle (e.g. pick-up trucks). The sensors are battery-powered.
Therefore, in the normal mode they are designed not be very active. However, as soon as
someone detects a possible change in scenario, the sensors must wake up, observe, rea-
son, and collaborate with each other in order to track and identify the object of interest.
The observations are usually time-series data sampled at a device specific rate. There-
fore, collaboration with other sensor-nodes would require comparing data observed at
different nodes. This usually requires sending a window of observations from one node
to another node. This distributed problem solving environment appears to fit very well
with the multi-agent framework since the solution requires semi-autonomous behavior,
collaboration and reasoning among other things. However, regardless of how sophisti-
cated the agents are, from the domain knowledge and reasoning perspective, they must
perform the underlying data analysis tasks very efficiently in a distributed manner. The
traditional framework of centralized data analysis and mining algorithms does not really
scale very well in such distributed applications. For example, if we want to compare the
data vectors observed at different sensor nodes the centralized approach will be to send
the data vectors to the base station (usually connected through a wireless network)and
then compare the vectors using whatever metric is appropriate for the domain. This does
not scale up in large sensor networks since data transmission consumes a lot of battery
power and heavy data transmission over limited bandwidth channel may produce poor
response time. Distributed data mining technology offers more efficient solutions in
such applications.The following discussion illustrates the power of DDM algorithms us-
ing a simple randomized technique for addressing this sensor network-related problem.
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Given vectors @ = (ay,...,a,)T and b = (by,...,bn)7T at two distributed site
A and B, respectively, we want to approximate the Euclidean distance between them
using a small number (compared to m) of messages between A and B. Note that the
problem of computing the Euclidean distance between a pair of data tuples a and b
can be represented as the problem of computing the inner products between them as
follows:

d*(a,b) =<a,a>+<bb>-2<a,b>

where d?(a, b) denotes the Euclidean distance between a and b; < a,b > represents
the inner product between a and b, defined as Z:’;l a;b;. Therefore, the core challenge
is to develop an algorithm for distributed inner product computation. One can approach
this problem in several ways. Table 1 shows a simple communication efficient random-
ized technique for computing the inner product between two vectors observed at two
different sites.

Algorithm 2.0.1 Distributed Dot Product Algorithm(a, b)

1.AsendsBa randt;)m number generator seed. [1 message]

2. A and B cooperatively generate k x m random matrix R where k < m. Each entry is gen-
erated independently and identically from some fixed distribution with mean zero and variance
one. A and B compute @ = Ra, b= Rb, respectively.

3. A sends a to B. B computes a7b = a” RT Rb. [k messages]

4. B computes D = %.

So instead of sending a m-dimensional vector to the other site, we only need to
send a k-dimensional vector where £ < m and the dot product can still be estimated
accurately. Indeed, it can be shown that the expected value of D is < a, b > and Table 1
shows some experimental results concerning accuracy.

This algorithm illustrates a simple communication-efficient-way to compare a pair
of data vectors observed at two different nodes. It potentially offers a building block to
support the collaborative object identification and tracking problem in sensor networks
where the centralized solution does not work because of limited bandwidth and power
supply for the sensor nodes.

Privacy of the data can be another reason for adopting the DDM technology. In many
applications, particularly in security-related applications, data are privacy-sensitive.
When the data are multi-party and privacy-sensitive, centralizing the data is usually
not acceptable. Therefore, many data mining applications in such domains must ana-
lyze data in a distributed fashion without having to first download everything to a single
site. There exists a growing number of DDM algorithms that address many data mining
problems for distributed environments. The following section presents an overview.

3 Distributed Data Mining: A Brief Overview

Data mining [9], [10], [11],and [31] deals with the problem of analyzing data in scalable
manner. Distributed data mining is a branch of the field of data mining that offers a



4 C. Giannella et al.

Table 1. Relative errors in computing the dot product between two synthetic binary vectors each
with 10000 elements. k is the number of randomized iterations. k is also represented as the per-
centage of the size of the original vectors. Each entry of the random matrix is chosen indepen-
dently from U(1,—1) {

k Mean |Var |Min [Max

100(1%) [0.1483{0.0098(0.0042|0.3837
500(5%) 10.0795(0.0035{0.0067(0.2686
1000(10%)|0.0430{0.0008{0.0033(0.1357
2000(20%)(0.0299(0.0007{0.0012|0.0902
3000(30%)0.0262(0.0005{0.0002(0.0732

framework to mine distributed data paying careful attention to the distributed data and
computing resources.

In the DDM literature, one of two assumptions is commonly adopted as to how
data is distributed across sites: homogeneously (horizontally partitioned) and heteroge-
neously (vertically partitioned). Both viewpoints adopt the conceptual viewpoint that
the data tables at each site are partitions of'a single global table. In the homogeneous
case, the global table is horizontally partitioned. The tables at each site are subsets of the
global table; they have exactly the same attributes. In the heterogeneous case the table
is vertically partitioned, each site contains a collection of columns (sites do not have
the same attributes). However, each tuple at each site is assumed to contain a unique
identifier to facilitate matching. It is important to stress that the global table viewpoint
is strictly conceptual. It is not necessarily assumed that such a table was physically
realized and partitioned to form the tables at each site. Figures 1 and 2 illustrate the ho-
mogeneously distributed case using an example from weather data. Both tables use the
same set of attributes. On the other hand, Figures 3 and 4 illustrate the heterogeneously
distributed case. The tables have different attributes and tuples are linked through a
unique identifier, Timestamp. /

The development of data mining algorithms that work well under the constraints
imposed by distributed datasets has received significant attention from the data min-
ing community in recent years. The field of DDM has emerged as an active area of
study. The bulk of DDM methods in the literature operate over an abstract architec-
ture which includes multiple sites having independent computing power and storage
capability. Local computation is done on each of the sites and either a central site com-
municates with each distributed site to compute the global models or a peer-to-peer
architecture is used. In the latter case, individual nodes might communicate with a re-
source rich centralized node, but they perform most of the tasks by communicating with
neighboring nodes by message passing over an asynchronous network. For example, the
sites may represent independent sensor nodes which connect to each other in an ad-hoc
fashion.

Some features of a distributed scenario where DDM is applicable are as follows.

1. The system consist of multiple independent sites of data and computation which
communicate only through message passing.
2. Communication between the sites is expensive.



