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Preface

This book is an extended collection of revised contributions that were initially
submitted to the International Workshop on Adaptive Multimedia Retrieval
(AMR 2005). This workshop was organized during July 28-29, 2005, at the Uni-
versity of Glasgow, UK, as part of an information retrieval research festival and
in co-location with the 19th International Joint Conference on Artificial Intel-
ligence (IJCAI 2005). AMR 2005 was the third and so far the biggest event of
the series of workshops that started in 2003 with a workshop during the 26th
German Conference on Artificial Intelligence (KI 2003) and continued in 2004
as part of the 16th European Conference on Artificial Intelligence (ECAI 2004).

The workshop focussed especially on intelligent methods to analyze and struc-
ture multimedia collections, with particular attention on methods that are able
to support the user in the search process, e.g., by providing additional user-and
context-adapted information about the search results as well as the data collec-
tion itself and especially by adapting the retrieval tool to the user’s needs and
interests. The invited contributions presented in the first section of this book—
“Putting the User in the Loop: Visual Resource Discovery” from Stefan Riiger,
“Using Relevance Feedback to Bridge the Semantic Gap” from Ebroul Izquierdo
and Divna Djordjevic, and “Leveraging Context for Adaptive Multimedia Re-
trieval: A Matter of Control” from Gary Marchionini—illustrate these core top-
ics: user, context and feedback. These aspects are discussed from different points
of view in the 18 contributions that are classified into six main chapters, following
rather closely the workshop’s sessions: ranking, systems, spatio-temporal rela-
tions, using feedback, using context and meta-data. We think that this book
provides a good and conclusive overview of the current research in this area.

We would like to thank all members of the Program Committee for supporting
us in the reviewing process, the workshop participants for their willingness to
revise and extend their papers for this book and Alfred Hofmann from Springer
for his support in publishing this book.

October 2005 Marcin Detyniecki, Paris, France
Joemon M. Jose, Glasgow, UK

Andreas Niirnberger, Magdeburg, Germany

Keith van Rijsbergen, Glasgow, UK
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Putting the User in the Loop: Visual
Resource Discovery

Stefan Riiger

Department of Computing, South Kensington Campus,
Imperial College London, London SW7 2AZ, UK
s.rueger@imperial.ac.uk

Abstract. Visual resource discovery modes are discussed with a view
to apply them in a wide variety of digital multimedia collections. The
paradigms include summarising complex multimedia objects such as TV
news, information visualisation techniques for document clusters, visual
search by example, relevance feedback and methods to create browsable
structures within the collection. These exploration modes share three
common features: they are automatically generated, depend on visual
senses and interact with the user of the multimedia collections.

1 Introduction

Giving users access to collections is one of the defining tasks of a library. For thou-
sands of years the traditional methods of resource discovery have been searching,
browsing and asking: Librarians create reference cards with meta-data that are
put into catalogues (nowadays databases); they also place the objects in physical
locations that follow certain classification schemes and they answer questions at
the reference desk.

The advent of digital documents has radically changed the organisation prin-
ciples: Now it is possible to automatically index and search document collections
as big as the world-wide web a la Google and browse collections utilising author-
inserted links. It is almost as if automated processing has turned the traditional
library access upside down: instead of searching meta-data catalogues in order to
retrieve the document, web search engines search the full content of documents
and retrieve their meta-data, ie, the location where documents can be found.
Undoubtedly, this automated approach has made all the difference to the way
the vast world-wide web can be utilised.

However, indexing sheer mass is no guarantee of success either: While most
of today’s inter-library loan systems allow access to virtually any publication in
the world (at least to around 40m entries in OCLC’s Worldcat database and a
further 3m from Bowker’s Books In Print), students and researchers alike seem
to be reluctant to actually make use of this facility. On the other hand, the much
smaller catalogue offered by Amazon appears to be very popular — presumably
owing to added services such as subject categories; fault tolerant search tools;
personalised services telling the customer what’s new in a subject area or what

M. Detyniecki et al. (Eds.): AMR 2005, LNCS 3877, pp. 1-18, 2006.
© Springer-Verlag Berlin Heidelberg 2006



2 S. Riiger

other people with a similar profile bought; pictures of book covers; media and
customer reviews; access to the table of contents, to selections of the text and
to the full-text index of popular books; and the perception of fast delivery.
This paper argues that automated added services such as visual queries,
browsing and summaries can prove useful for resource discovery in multimedia
digital libraries. Multimedia collections pose their very own challenges in this
context; images and videos don’t usually come with dedicated reference cards
or meta-data, and when they do, as in museum collections, their creation will
have been expensive and time-consuming. The next section explores methods
of automatically indexing, labelling and annotating image and video content. It
briefly discusses the challenges of the semantic gap, polysemy, fusion and respon-
siveness inherent with these. Sections 3 and 4 are about summarising techniques
for videos and about visualisation of search results, while Section 5 discusses
content-based visual search modes such as query by example and relevance feed-
back. Section 6 promotes browsing as resource discovery mode and looks at
underlying techniques to automatically structure the document collection.

2 Challenges of Automated Visual Indexing

Videos can be annotated, ie, get indexable text strings assigned, using a variety
of sources: closed-captions, teletext, subtitles, automated speech recognition on
the audio and optical character recognition for text embedded in the frames of a
video. The resulting text strings are then used as the basis for full-text indexing,
which is the way most video retrieval systems operate, including Google’s latest
TV search engine http://video.google.com.

Automatically annotating images with text strings is less straightforward.
Methods attempting this task include dedicated machine vision models for par-
ticular words (such as ‘people’ or ‘aeroplane’); machine translation methods
that link image regions (blobs) and words in the same way as corresponding
words in two text documents written in different languages but otherwise of
same contents [30]; co-occurrence models of low-level image features of tiled im-
age regions and words [52]; cross-lingual information retrieval models [46, 48];
inference networks that connect image segments with words [51]; probabilis-
tic modelling with Latent Dirlichet Allocation [9], Bernoulli distributions [31]
or non-parametric density estimation [81]; Support Vector Machine classifica-
tion and relevance feedback [45]; and simple scene-level statistics [72]. All these
methods have in common that a controlled vocabulary set of limited size (in the
order of 500 more or less general terms) is used to annotate images based on a
large training set.

The commonest way of indexing the visual content of images is by extract-
ing low-level features, which represent colour usage, texture composition, shape
and structure, localisation or motion. These representations are often real-valued
vectors containing summary statistics, eg, in the form of histograms; their re-
spective distances act as indicators whether or not two images are similar with
respect to this particular feature. Design and usage of these features can be
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critical, and there is a wide variety of them, eg, as published by participants
in the TRECVID conference [74, 34]. Once created, those features will allow
the comparison and ranking of images in the database with respect to images
submitted as a query (query-by-example).

There are a number of open issues with this approach: On a perceptual level,
those low-level features do not necessarily correlate with any high-level meaning
the images might have, such as victory or triumph. Even if they did, images usu-
ally convey a multitude of meanings so that the query-by-example approach is
bound to under-specify the real information need. The former problem is known
as semantic gap and the latter as polysemy. Designing a human-computer inter-
action that utilises the user’s feedback has been one of the main approaches to
tackle these perceptual issues. Amongst other methods there are those that seek
to reformulate the query [44,49,58] or those that weight the various features dif-
ferently depending on the user’s feedback. Weight adaptation methods include
non-parametric density estimation [50]; cluster analysis of the images [79]; trans-
posed files for feature selection [71]; Bayesian network learning [21,50]; statistical
analysis of the feature distributions of relevant images [60]; variance analysis [60];
and analytic global optimisation [36,40]. Some approaches give the presentation
and placement of images on screen much consideration to indicate similarity of
images amongst themselves [64,59] or with respect to a visual query [36,40].

On a practical level, the multitude of features assigned to images poses a fusion
problem: how to combine possibly conflicting evidence of two images’ similarity?
There are many approaches to carry out fusion, some based on labelled training
data and some based on user feedback for the current query [3,7,67,80].

There is a responsiveness problem, too, in that the naive comparison of query
feature vectors to the database feature vectors requires a linear scan through the
database. Although the scan is eminently scalable, the practicalities of doing this
operation can mean an undesirable response time in the order of seconds rather
than the 100 milli-seconds that can be achieved by text search engines. The
problem is that high-dimensional tree structures tend to collapse to linear scans
above a certain dimensionality [77]. As a consequence, some approaches for fast
nearest-neighbour search use compression techniques to speed up the disk access
of linear scan as in [77] using VA-files; or they approximate the search [54, 8];
decompose the features componentwise (28, 1, 14] saving access to unnecessary
components; or deploy a combination of these [53,43].

3 Video Summaries

Even if the automated methods of the preceding section enabled a retrieval
process with high precision (proportion of the retrieved items that are relevant)
and high recall (proportion of the relevant items that are retrieved) it would still
be vital to present the retrieval results in a way so that the users can quickly
decide whether or not those items are relevant to them.

Images are most naturally displayed as thumbnails, and their relevance can
quickly be judged by users. Presenting and summarising videos is a bit more
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involved. The main metaphor used for this is that of a storyboard that would
contain keyframes with some text about the video. Several systems exist that
summarise news stories in this way, most notably Informedia [18] and Fischlar
[69]. The Informedia system devotes much effort to added services such as face
recognition and speaker voice identification allowing retrieval of the appearance
of known people. Informedia also provides alternative modes of presentation,
eg, through film skims or by assembling ‘collages’ of images, text and other
information (eg, maps) sourced via references from the text [17]. Fischlar’s added
value lies in the ability to personalise the content (with the user expressing like or
dislike of stories) and in assembling lists of related stories and recommendations.

Our very own TV news search engine ANSES [57,56] records the main BBC
evening news along with the sub-titles, indexes them, breaks the video stream
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into shots (defined as those video sequences that are generated during a contin-
uous operation of the camera), extracts one key-frame per shot, automatically
glues shots together to form news stories based on an overlap in vocabulary in the
sub-titles of adjacent shots (using lexical chains), and assembles a story-board
for each story that can be retrieved using text searches or browsed. Fig 1 shows
the interface of ANSES. The natural language toolset GATE [26,27] is used for
automated discovery of organisations, people, places and dates to provide an
instant indication of what the news story is about. ANSES also displays a short
automated textual extraction summary, again using lexical chains to identify the
most salient sentences. These summaries are never as informative as hand-made
ones, but users of the system have found them crucial for judging whether or
not they are interested in a particular returned search result.

Dissecting the video stream into shots and associating one keyframe along
with text from subtitles to each shot has another advantage: A video collection
can essentially be treated as an image collection, where each, possibly annotated,
image acts as entry point into the video.

4 New Paradigms in Information Visualization

The last decade has witnessed an explosion in interest in the field of information
visualization, e.g. (47,15, 70,41, 2,12, 55,4, 68, 82,66, 10]. We added three new
techniques to the pool of existing visualization paradigms, based on our design
studies [5,13]. These techniques all revolve around a representation of documents
in the form of bag-of-words vectors, which can be clustered to form groups; we
use a variant of the buckshot clustering algorithm for this. Another common
element of our visualisations is the notion of keywords that are specific to the
returned set of documents. The keywords are computed using a simple statistic;
for details see [13,39]. The new methods are:

Sammon Cluster View. This paradigm uses a Sammon map to generate a two di-
mensional screen location from a many-dimensional vector representing a cluster
centroid. This map is computed using an iterative gradient search [63] while at-
tempting to preserve the pairwise distances between the cluster centres. Clusters
are thus arranged that their mutual distances are indicative of their relationship.
The idea is to create a visual landscape for navigation. Fig 2 shows an example
of such an interface. The display has three panels, a scrolling table panel to the
left, a graphic panel in the middle and a scrolling text panel to the right that
contains the traditional list of returned documents as hotlinks and snippets. In
the graphic panel each cluster is represented by a circle and is labelled with its
two most frequent keywords. The radius of the circle informs about the cluster
size. The distance between any two circles in the graphic panel is an indication
of the similarity of their respective clusters: the nearer the clusters, the more
likely the documents contained within will be similar. When the mouse passes
over the cluster circle a ‘tool tip’ box in the form of a pop-up menu appears that
allows the user to select clusters and drill down, ie, re-cluster and re-display only
the documents in the selected clusters. The back button undoes this process and



