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PREFACE

In 1986, when neural networks made their first strong reemergence since the days of
Rosenblatt’s Perceptron, there was only one comprehensive book available on neural
networks— Parallel Distributed Processing, edited by David Rumelhart, James Mc-
Clelland, and the PDP Research Group. Now, as I write this preface, I have eight
additional broad-sprectrum neural networks books in front of me, including this
Handbook. These books, published within the last two years, reflect the extraordinary
growth of interest in neural networks which has developed in recent years. Each book
has something special to offer. What is unique, special, and useful about this one?

First, this book allows the reader to more clearly and cohesively organize informa-
tion, currently available, on neural networks. With the number of neural networks
growing at nearly an exponential rate, this is absolutely necessary. As an example of
this growth, we can chart the descriptions of different types of networks gathered in a
single publication over the past five years. In Parallel Distributed Processing, Rumel-
hart, McClelland, et al. describe four major types of networks. In a 1987 review paper,
Richard Lippmann described seven. Later that year, Robert Hecht-Nielson wrote a
review which summarized the characteristics of thirteen different networks. In 1988,
Patrick Simpson wrote a pair of review papers (published in 1990 as Artificial Neural
Systems) which described about two dozen networks. This book likewise describes two
dozen specific network types and they are different from the ones described by Pat
Simpson.

This almost exponential growth in the number of known networks was due at first
to a coalescence of knowledge which had been painstakingly developed over a more
than twenty-year period. More recently, it is due to the wide variety of networks which
have been developed within just the past two years. As the number of diverse types of
neural networks grow, we need a cohesive framework, a context within which to view
and work with these different network types.

In addition to the number of networks available, there are new developments in both
implementations and applications alternatives. Although such luminaries as Carver
Mead have a long-standing commitment to neural network hardware realizations, most
neural network implementations (analog electronic, digital electronic, optical, and
hybrid) have been developed within the last five years.

Neural networks have been applied to a wide variety of applications. A glance at the
proceedings of any one of the major neural networks conferences will reveal an
astonishing variety of applications areas: from speech and hand-written test recognition,
sensor data fusion, robotic control, signal processing, to a multitude of classification,
mapping, and optimization tasks. While many of these applications use well-known
networks such as the back-propagating Perceptron network or the Hopfield/Tank
network, there are many other, less well-known networks which are growing steadily
in significance. These include the Adaptive Resonance Theory network, the Brain-
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State-in-a-Box network, the Learning Vector Quantization network, the Neocognitron,
the self-organizing Topology-Preserving Map, and many others. All of these networks
are finding practical use in a wide variety of applications areas. Many are either
implemented or scheduled for implementation in real systems.

Not only has the number of applications grown, but also our knowledge of the ways
in which various networks can be used for applications has increased. For example, the
back-propagating Perceptron network has long been used as a classifier. However, this
network can also perform signal segmentations, noise filtering, and complex mappings
(in some cases, measurably better than algorithmic and/or rule-based systems). As
another example, the Topology-Preserving Map has been used for sensory mapping.
More recently, it has also been used for optimization tasks and for sensor data fusion.
This extension of our awareness of the potential uses for different neural networks is
one of the motivating factors for writing this book.

The Handbook of Neural Computing Applications may be conceptually divided into
five parts. The first part (Chapters 1-6), forms a background and context for the
exploration and study of different neural networks. In addition to chapters on the history
and biology of neural networks, we cover the three key aspects which define each neural
network type and function; structure, dynamics, and learning. We make the distinction
between micro-, meso-, and macro-levels of structural description. These different
levels of descriptive detail permit us to focus our attention on the neuronal, network,
and system levels of structural organization respectively. By identifying various struc-
tural classes of networks (e.g. multilayer feedforward networks), we create an overall
structure, or topology for organizing our knowledge of networks; for comparing, say,
a back-propagating Perceptron with a Boltzmann machine, or a Hopfield network with
a Brain-State-in-a-Box network. This allows people to organize their knowledge about
the many neural networks more clearly and cohesively than ever before.

In Chapters 7-13, which form the second conceptual part of this book, we delve into
specific neural network types. We describe each network in terms of its underlying
concept, structure, dynamics, learning, and performance. We point out some of the most
significant applications of each major network type. For certain key networks (e.g. the
Hopfield, and later, the back-propagating Perceptron), we identify ways in which
researchers have suggested improvements to the basic network concept. This allows
network developers to build networks which have better storage, or which learn faster,
or which yield more accurate results than was provided by the original network models.

Neural network implementations are a special issue; distinct from discussion of
network types. In the third part of this book, we offer four chapters on selecting,
configuring, and implementing neural networks. Chapter 14, contributed by Drs. Dan
Jones and Stanley P. Franklin, discuss how to determine whether a neural network might
be the right tool for a given application, and which networks to consider for various
applications tasks. Chapter 15 deal with how to configure and optimize the back-
propagation network, which is still the network of choice for 70% (or more) of current
neural networks applications. Steven G. Morton, president of Oxford Computer, Inc.
and developer of the Intelligent Memory Chip, provides a comparative discussion of
analog and digital electronic implementation alternatives in Chapter 16. Dr. Harold L.
Szu, inventor of the Cauchy machine and a long-time researcher in optical neural
networks, discusses optical implementation possibilities in Chapter 17.
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In the remaining chapters of this book, we address specific applications issues. While
some of the applications chapters have been written by myself or my co-authors, we
are especially privileged to have several contributed chapters written by outstanding
experts in their applications domain. Dr. Paul J. Werbos, inventor of the back-
propagation method for network learning (as well as several more advanced methods,
such as the back-propagation of utility through time), has contributed a chapter on
neurocontrol which is accessible to both control engineers who want an introduction to
neural networks, and to neural networks researchers who want to learn about the
potential of using a neurally-based approach for control. To my knowledge, this is the
best introduction to neurocontrol available.

Patrick K. Simpson is probably the world’s leading expert in using neural networks
for sonar signal processing, and has contributed a chapter on that topic. Many of the
processes which he describes could be applied to other types of spatio-temporal pattern
recognition as well. Dr. Dan Jones, a physician with a background in electrical
engineering and signal processing, has explored how neural networks can be used to
aid medical diagnoses. Robert L. Gezelter, who specializes in system design with an
emphasis on test and verification issues, has contributed (with Robert Pap) a unique and
timely chapter on neural networks for fault diagnosis, which is prefaced by an introduc-
tion by Dr. Werbos. In addition to these guest chapters, Craig Harston, Robert Pap, and
I have written chapters dealing with neural networks for spatio-temporal pattern
recognition, robotics, business, data communications, data compression, and adaptive
man-machine systems.

The last chapter in this book is a look to the future— “Neurocomputing in the Year
2000.” As we approach the end of the second millennium, we are witnessing an
accelerated degree of technical and societal change. This chapter explores the possibil-
itiess—from the mundane to the outrageous—of how our future will be influenced by
neural computing technology.

Alianna J. Maren, Ph.D.

Visiting Associate Professor of Neural Network Engineering
The University of Tennessee Space Institute

September, 1990
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