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FOREWORD

This volume contains the 35 papers and 16 brief announcements presented at the 22nd ACM
SIGACT-SIGOPS Symposium on Principles of Distributed Computing (PODC), which was held
from July 13 to 16, 2003, in Boston, Massachusetts, USA. PODC included a special celebration
honoring the work of Michael Fischer. This volume includes two talks of this celebration. This
year, PODC included a Special Security Track chaired by Amir Herzberg. The goal of this
track was to promote interaction between the distributed computing and the security commu-
nities. This volume contains two invited talks to this Track, as well as 8 papers and 5 brief
announcements (included in the count of 35 papers and 16 brief announcements above).

The contributed papers were selected from 208 submissions to the regular presentations track
and 18 submissions to the brief announcements track in electronic discussions and at a meeting
of the program committee on March 29 and 30, 2003 at the Kendall Hotel in Cambridge,
Massachusetts. The regular presentations were read and evaluated by the program committee,
but were not formally refereed; it is expected that many of them will appear in more polished
form in fully refereed scientific journals. A selection of papers will appear in a special issue
of Distributed Computing dedicated to PODC 2003. The brief announcements were screened
by the program committee based on short abstracts; it is expected that many of them will be
published elsewhere (including in other conferences). The Program Committee would like to
thank all the authors who submitted extended abstracts for consideration.

Partial funding for the conference was provided by Hewlett-Packard, IBM Research, Microsoft,
and Sun Microsystems Laboratories. This support, together with the continuing sponsorship by
the ACM SIGACT and SIGOPS, is gratefully acknowledged.

Program Committee

Marcos Aguilera, HP Labs Lorenzo Alvisi, U. Tezas Austin

James Aspnes, Yale Cynthia Dwork, Microsoft

Juan Garay, Bell Labs Vassos Hadzilacos, U. of Toronto

Amir Herzberg, Bar-Ilan U., Security Track Chair Gene Itkis, Boston U.

Markus Jakobsson, RSA Miroslaw Kutylowski, Wroclaw U. & Signet
Dahlia Malkhi, Hebrew U. Boaz Patt-Shamir, Tel-Aviv U.

Erez Petrank, Technion Rajmohan Rajaraman, Northeastern U.
Sergio Rajsbaum, UNAM, Chair Antony Rowstron, Microsoft

Roberto Segala, U. Verona Amin M. Vahdat, Duke U.

PODC 2003 BEST STUDENT PAPER AWARD WINNER

“Constant-Time Distributed Dominating Set Approximation”
by Fabian Kuhn and Roger Wattenhofer
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MICHAEL FISCHER CELEBRATION

Fischer Celebration Chair

Nancy Lynch, MIT

In honor of his 60th birthday, the 22nd ACM Symposium on Principles of Distributed Computing
featured a series of lectures illustrating and celebrating the impact of the work of Michael Fischer.
Mike Fischer is one of the pioneers of the field of distributed computing theory. He is an author
of about two dozen papers in this area, and one of the original founders of the PODC confer-
ence. His contributions to distributed computing theory include algorithms and impossibility
results for problems such as mutual exclusion, resource allocation, consensus, global snapshots,
and reliable communication in unreliable networks. His contributions to other areas, including
sequential and parallel algorithms and security protocols, have been equally significant.

I am grateful to the speakers, Leslie Lamport, Albert Meyer, and Rebecca Wright for their
participation in the celebration.

Nancy Lynch
Cambridge, Massachusetts, July 2003

2003 EDSGER W. DIJKSTRA PRIZE
IN DISTRIBUTED COMPUTING

Sponsored by SIGACT, SIGOPS, AT&T Labs, Compaq, IBM, Intel, and Sun Microsystems.

The Edsger W. Dijkstra Prize in Distributed Computing was created to acknowledge an out-
standing paper on the principles of distributed computing, whose significance and impact on the
theory and/or practice of distributed computing has been evident for at least a decade. This
year’s award was presented at PODC 2003 to the following paper.

Maurice Herlihy, “Wait-Free Synchronization,” ACM Transactions on Programming
Languages and Systems, vol. 13, no. 1, pages 124-149, January 1991.

Members of the selection committee were Yehuda Afek, Michael Merritt, Sergio Rajsbaum
(Chair), and Sam Toueg. Vassos Hadzilacos and Nir Shavit describe the winning paper’s con-
tributions as follows.

Vassos Hadzilacos writes: In this paper Herlihy developed a beautiful and useful theory of
fault-tolerant computation in distributed systems where asynchronous processes communicate
by accessing shared objects of arbitrary types. He showed that objects of different types can
differ widely in their ability to support fault-tolerant computations, and defined a hierarchy that
classifies objects according to that ability. He also proved the universality of consensus, a fun-
damental result that facilitates this classification of objects and highlights the central role of the
consensus problem in fault-tolerant computing. The paper builds on surprisingly diverse work
by other researchers (Lamport and Peterson, who pioneered the notion of wait freedom; Fischer,
Lynch and Paterson, who proved the impossibility of consensus in asynchronous message-passing
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systems and pioneered bivalency proofs; and Loui and Abu Amara, who demonstrated that cer-
tain specific strong synchronization primitives can help us solve consensus), but it unifies that
work and extends it in truly novel and unexpected ways.

Herlihy’s paper has been extremely influential in shaping the theory of distributed computing. It
has also been influential in practice, by providing solid justification for modern multiprocessors
to support in hardware universal synchronization primitives such as compare-and-swap rather
than weaker primitives such as fetch-and-add.

Nir Shavit writes: This paper laid the structural foundation for the area of multiprocessor
synchronization, and introduced two of its most fundamental notions: the Wait-free Hierarchy
and the Universality of Consensus. When I try to think of a parallel to Dr. Herlihy’s discoveries
in other (albeit broader, arguably more important) scientific fields, the concept that comes to
mind is Dimitri Mendeleyev’s discovery of the Periodic Table of the Elements. In a manner
similar to Mendeleyev’s choice of Atomic Weight, a property introduced by others, to form a
hierarchy among the elements, Herlihy chose the “solvability of consensus,” a property intro-
duced by Fischer, Lynch, and Paterson, as the defining property that forms a hierarchy among
wait-free and lock-free concurrent objects. The effect of Dr. Herlihy’s paper on researchers in
our specialized field was similar, if not in scale, then in spirit: it introduced structure and order
where formerly chaos and intuition reined, and it invigorated numerous scientists to set on a
quest to extend the results and fill in the gaps.

The notion of wait-freedom can be attributed to Lamport and others in the 70s and 80s, and
was a subject of great interest in the distributed computing community for several years prior
to Dr. Herlihy’s presentation of his paper. What was new in “wait-free synchronization” was
that it pondered wait-freedom in its most general form: “Given two concurrent objects X and
Y, does there exist a wait-free implementation of X by Y?” The paper provided us with many
answers, but most importantly with a tool, the solvability of consensus, a tool that helped us
fit together the many answers we had, and showed us for the first time how to make use of
them in classifying the power of concurrent objects. It also showed us consensus’s power by
introducing the notion of the Universality and Universal Constructions, considered by many
to be the “Turing machines” of wait-free computation. Last but not least, it is a beautifully
written paper, presenting its ideas with just the right combination of formalism and simplicity,
so much so that undergraduates can understand most of it after one reading.

k 3k %k

The following is a brief historical perspective of the paper written by the author himself.

“Wait-Free Synchronization” was originally about programming language design. I did my Ph.D.
work in Barbara Liskov’s group at MIT. The group focused on the design of Argus, a language
for fault-tolerant distributed computing that pioneered the notion of atomic transactions as a
programming language abstraction mechanism.

For reasons of efficiency and modularity, Argus allowed objects to provide their own specialized
atomicity (that is, synchronization and recovery) mechanisms. Unfortunately, such mechanisms
don’t necessarily compose. A transaction that operates on multiple objects may not be atomic,
even if its effects are atomic when restricted to any individual object. In his thesis, Bill Weihl
introduced the notion of a local atomicity property, a restriction of atomicity that supports com-
position by ensuring that if each object individually satisfies that property, then any transaction
over multiple objects are atomic.



It is the nature of local atomicity properties that transactions must sometimes block waiting
for one another. Atomicity properties can be evaluated by comparing the circumstances under
which they force transactions to block.

When 1 arrived at CMU, shared-memory multiprocessors were starting to emerge as an active
research area, so I started thinking about how one would design programming language ab-
stractions for such an environment. Eventually, Jeannette Wing and I developed the notion of
linearizability, a correctness condition that specifies the interface between a shared object and

its concurrent users.

Linearizability differs from local atomicity in several curious ways. First, linearizability, is itself
a local property, unlike atomicity and certain alternative shared-memory correctness conditions.
Second, linearizability, unlike any kind of transactional atomicity property, never requires one
process to block waiting for another. This observation had an implication which I was slow to
explore: if mutual exclusion by locking is not a logical requirement, then is it really necessary?

One day, while looking for warblers in a Pennsylvania forest, it occurred to me that it might be
instructive to devise a way to construct a wait-free FIFO queue using only read/write registers.
In the next few weeks, I came up with a sequence of increasingly complicated incorrect solutions.
The problems seemed to cluster around the difficulty of ensuring that two concurrent dequeuing
threads would each choose different items from the front of the queue.

Like a detective in a film noir, I became troubled by the notion that I had seen something
like this somewhere before. Naturally, I was well aware of the Fischer-Lynch-Patterson (FLP)
result showing that consensus is impossible in an asynchronous message-passing system where
processes can fail. T incorrectly (but perhaps not unreasonably) had assumed that FLP was a
specialized technical result about the futility of constructing fault-tolerant commitment protocols
for distributed transactions.

Rereading the FLP tech report, I suddenly realized that a shared FIFO queue can solve two-
process consensus, while it was known that read/write registers can’t. As an undergraduate, I
had studied Mathematics, where it is commonplace to use simple properties to show that two
complex things are not isomorphic (for example, genus for surfaces, homology for complexes,
and so on). As a result, once I was aware of consensus, it seemed quite natural to use consensus
numbers to identify inequivalent synchronization primitives.

The observation concerning the universality of consensus was the result of my irritated reac-
tion to a colleague’s comment that the impossibility of consensus by read/write registers implies
that there would be no point in studying wait-free synchronization, since the read /write memory
model, with its elegant and well-developed logics, is the only one worthy of study. Now, every-
thing I knew about programming I had learned “on the street”, since I took no Computer Science
classes as an undergraduate, and I knew that real programmers routinely (even then) used in-
structions such as test-and-set and compare-and-swap, which had no place in the bien-pensant
academic models of the time. The universality of consensus thus emerged from considering how
one might use compare-and-swap instructions to implement a wait-free concurrent object.

In late 1987, I wrote the conference version of “Wait-Free Synchronization”, and glancing at the
conference calendar, submitted it to STOC, where it was rejected without comment. I resubmit-
ted it to PODC, where it received a warmer reception. In retrospect, I am indeed fortunate that
the paper appeared in PODC, since the PODC community has provided unstinting personal
and scholarly support. I am very grateful.
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Cryptography and Competition Policy
— Issues with ‘“Trusted Computing’

Ross Anderson
Cambridge University
Computer Laboratory
JJ Thomson Avenue

Cambridge CB3 0FD, England

Ross.Anderson@cl.cam.ac.uk

ABSTRACT

The most significant strategic development in information
technology over the past year has been ‘trusted computing’.
This is popularly associated with Microsoft’s ‘Palladium’
project, recently renamed ‘NGSCB’. In this paper, I give
an outline of the technical aspects of ‘trusted computing’
and sketch some of the public policy consequences.

1. INTRODUCTION

Customers of the computing and communications indus-
tries are getting increasingly irritated at ever more complex
and confusing prices. Products and services are sold both
singly and in combinations on a great variety of different
contracts. New technology is making ‘bundling’ and ‘tying’
strategies ever easier, while IT goods and services markets
are developing so as to make them ever more attractive to
vendors. These trends are now starting to raise significant
issues in competition policy, trade policy, and even environ-
mental policy.

Ink cartridges for computer printers provide a good exam-
ple. Printer prices are increasingly subsidised by cartridge
sales: the combination of cheap printers and expensive car-
tridges enables vendors to target high-volume business users
and price-sensitive home users with the same products. The
level of cross-subsidy used to be limited by the availabil-
ity of refilled cartridges, and cartridges from third-party af-
termarket vendors. However, many printer cartridges now
come with chips that authenticate them to the printer, a
practice that started in 1996 with the Xerox N24 (see [5] for
the history of cartridge chips). In a typical system, if the
printer senses a third-party cartridge, or a refilled cartridge,
it may silently downgrade from 1200 dpi to 300 dpi, or even
refuse to work at all. An even more recent development is
the use of expiry dates. Cartridges for the HP BusinessJet
2200C expire after being in the printer for 30 months, or
4.5 years after manufacture [3] — which has led to consumer

Copyright is held by the author/owner(s).
PODC 03, July 13-16, 2003, Boston, Massachusetts, USA.
ACM 1-58113-708-7/03/0007.

outrage [1].

This development is setting up a trade conflict between
the USA and Europe. Printer maker Lexmark has sued
Static Control Components, a company making compatible
cartridges and components, alleging that their compatible
authentication chips breach the Digital Millennium Copy-
right Act [7, 6]. On February 27, 2003, Judge Karl Forester
ordered Static Control to stop selling cartridges with chips
that interoperate with Lexmark’s printers pending the out-
come of the case. “The court has no trouble accepting SCC’s
claim that public policy generally favors competition,” wrote
Judge Forester. “The court finds, however, that this general
principle only favors legitimate competition. Public policy
certainly does not support copyright infringement and vio-
lations of the DMCA in the name of competition.” So it
would now appear that US law protects the right of vendors
to use such market barrier technologies to tie products and
control aftermarkets.

However, the European Parliament has approved a “Di-
rective on waste electrical and electronic equipment” with
the opposite effect. It is designed to force member states to
outlaw, by 2006, the circumvention of EU recycling rules by
companies who design products with chips to ensure that
they cannot be recycled [8]. The scene looks set for yet an-
other trade war between the USA and Europe. Which side
should economists and computer scientists support?

Varian argues that tying printers to cartridges may be not
too objectionable from a policy viewpoint [9]:

The answer depends on how competitive the mar-
kets are. Take the inkjet printer market. If car-
tridges have a high profit margin but the mar-
ket for printers is competitive, competition will
push down the price of printers to compensate
for the high-priced cartridges. Restricting after-
purchase use makes the monopoly in cartridges
stronger (since it inhibits refills), but that just
makes sellers compete more intensely to sell print-
ers, leading to lower prices in that market. This
is just the old story of ”give away the razor and
sell the blades.”

However, tying in other industries may well be:
But if the industry supplying the products isn’t

very competitive, then controlling after-purchase
behavior can be used to extend a monopoly from



one market to another. The markets for soft-
ware operating systems and for music and video
content are highly concentrated, so partnerships
between these two industries should be viewed
with suspicion. Such partnerships could easily
be used to benefit incumbents and to restrict po-
tential entrants.

In a growing number of industries, technical typing mech-
anisms based on cryptography, or at least on software that
is tiresome to reverse engineer, are being used to control
aftermarkets:

e Mobile phone manufacturers often earn more money
on batteries than on the sales of the phones themselves,
so have introduced authentication chips into the bat-
teries. A mobile phone may refuse to recharge an alien
battery, and may turn up the RF transmitter power
to drain it as quickly as possible. In Morotola’s case,
battery authentication was represented as a customer
safety measure when it was introduced in 1998 [10];

e Carmakers are using data format lockout to stop their
customers getting repairs done by independent me-
chanics. In the case of the writer’s own car, for ex-
ample, the local garage can do a perfectly adequate
10,000 mile service, but does not have the software
to turn off the nagging ‘service due’ light on the dash-
board. Congress is getting upset at such practices [12];

e Computer games firms have been using market barrier
tricks for years. As with printers, the business strategy
is to subsidise sales of the actual consoles with sales of
the cartridges (or more recently, CDs) containing the
software. Sales of accessories, such as memory cards,
are also controlled, and there have been lawsuits invok-
ing the DMCA against unlicensed accessory vendors.
As with printers, laws are diverging; for example, it
is legal to defeat the Sony Playstation’s copy protec-
tion and accessory control mechanisms in Australia,
but not in Canada [11].

Up till now, vendors wanting to introduce barrier tech-
nologies to control aftermarkets typically had to design them
from scratch. It is hard to get security designs right first
time — especially when the designers are new to information
security technology — so most early designs were easily cir-
cumvented [1]. The legislative environment is uneven and
unpredictable, as the above examples show. There are of-
ten major political issues, especially in industries that are
already concentrated and exposed to regulation. So there
are significant risks and costs associated with these barrier
technologies, and they are by no means ubiquitous.

That may be about to change dramatically. The introduc-
tion of so-called ‘trusted computing’ will make it straight-
forward for all sorts of vendors to tie products to each other,
to lock applications and data on different platforms, and to
tie down licences for the software components of systems
to particular machines. This is likely to usher in a signif-
icant change in the way in which many of the information
goods and services industries do business, and may spill over
into may traditional industries too. First, we need a brief
overview of ‘trusted computing’. (For more detail, see the
Trusted Computing FAQ at [2].)

2. TRUSTED COMPUTING

In June 2002, Microsoft announced Palladium, a version
of Windows implementing ‘trusted computing’ and due for
release in 2004. In this context, ‘trusted’ means that soft-
ware running on a PC can be trusted by third parties, who
can verify that a program running on a machine with which
they are communicating has not been modified by the ma-
chine’s owner. Programs will also be able to communicate
securely with each other, and with their authors. This opens
up a number of interesting new possibilities.

The obvious application is digital rights management (DRM):

Disney will be able to sell you DVDs that will decrypt and
run on a Palladium platform, but which you won’t be able
to copy. The music industry will be able to sell you music
downloads that you won’t be able to swap. They will be able
to sell you CDs that you’ll only be able to play three times,
or only on your birthday. This will be controversial; other
applications will be less so. For example, trusted computing
platforms can host games where cheating is much harder, or
auction clients which can be trusted to follow a set of agreed
rules — which will make it significantly easier to design many
types of auction [13].

Palladium built on the work of the Trusted Computing
Platform Alliance (TCPA) which included Microsoft, Intel,
IBM and HP as founder members. The TCPA specification,
version 1.0, was published in 2000, but attracted little atten-
tion at the time. Palladium was claimed to use TCPA ver-
sion 1.1 which supports some extra hardware features, and
the next generation of Pentium processors from Intel (the
‘LaGrande’ series), which offer an extra memory protection
mode: the idea is that since many existing untrusted appli-
cations run with administrator privilege, that is in ring 0 of
the processor, upgrading security without replacing all these
applications requires yet another protected memory mode,
called ‘curtained memory’, so that small parts of trusted
software can run with extra privilege that gives them ac-
cess to cryptographic keys. TCPA has recently been for-
mally incorporated and relaunched as the ‘Trusted Com-
puting Group’ [14].

The TCPA/TCG specifications set out the interface be-
tween the hardware security component (the ‘Fritz chip’),
which monitors what software and hardware are running on
a machine, and the rest of the system, which includes the
higher layers of software and the means by which the Fritz
chips in different machines communicate with each other.
Fritz’s role in the ‘trusted’ ecology is to assure third parties
that your machine is the machine you claim it to be, and
that it is running the software that you claim it to be.

2.1 Terminology

There is some difficulty in finding a suitable name for the
subject matter of this paper. Neither ‘TCPA’ nor ‘Palla-
dium’ will really do. For a while, when public criticism of
TCPA built up, Microsoft pretended that Palladium and
TCPA had nothing to do with each other; this pretence was
then abandoned. But as criticism of Palladium has increased
in turn, Microsoft renamed it NGSCB, for ‘Next Generation
Secure Computing Base’ [15]. Presumably this isn’t the fi-
nal name, and in any case it’s a bit of a mouthful. We
might refer to the project as ‘trusted computing’ but that
has evoked principled opposition; Richard Stallman, for ex-
ample, prefers ‘treacherous computing’ as the real purpose
of the technology is to remove effective control of a PC from



