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Preface

This volume contains the papers presented at the 10th International Work-
shop on Approximation Algorithms for Combinatorial Optimization Problems
(APPROX 2007) and the 11th International Workshop on Randomization and
Computation (RANDOM 2007), which took place concurrently at Princeton
University, on August 20-22, 2007. APPROX focuses on algorithmic and com-
plexity issues surrounding the development of efficient approximate solutions
to computationally difficult problems, and this was the 10th in the series after
Aalborg (1998), Berkeley (1999), Saarbriicken (2000), Berkeley (2001), Rome
(2002), Princeton (2003), Cambridge (2004), Berkeley (2005), and Barcelona
(2006). RANDOM is concerned with applications of randomness to computa-
tional and combinatorial problems, and this was the 11th workshop in the series
following Bologna (1997), Barcelona (1998), Berkeley (1999), Geneva (2000),
Berkeley (2001), Harvard (2002), Princeton (2003), Cambridge (2004), Berkeley
(2005), and Barcelona (2006).

Topics of interest for APPROX and RANDOM are: design and analysis of
approximation algorithms, hardness of approximation, small space and data
streaming algorithms, sub-linear time algorithms, embeddings and metric space
methods, mathematical programming methods, coloring and partitioning, cuts
and connectivity, geometric problems, game theory and applications, network
design and routing, packing and covering, scheduling, design and analysis of ran-
domized algorithms, randomized complexity theory, pseudorandomness and de-
randomization, random combinatorial structures, random walks/Markov chains,
expander graphs and randomness extractors, probabilistic proof systems, ran-
dom projections and embeddings, error-correcting codes, average-case analysis,
property testing, computational learning theory, and other applications of ap-
proximation and randomness.

The volume contains 21 contributed papers, selected by the APPROX Pro-
gram Committee out of 49 submissions, and 23 contributed papers, selected by
the RANDOM Program Committee out of 50 submissions.

We would like to thank all of the authors who submitted papers and the
members of the Program Committees:

APPROX 2007

Nikhil Bansal, IBM T J Watson

Moses Charikar, Princeton University (chair)

Chandra Chekuri, University of Illinois, Urbana-Champaign
Julia Chuzhoy, TAS

Venkatesan Guruswami, University of Washington

Howard Karloff, AT&T Labs Research

Guy Kortsarz, Rutgers, Camden



VI Preface

Robert Krauthgamer, IBM Almaden

Claire Mathieu, Brown University

Seffi Naor, Microsoft Research and Technion
Chaitanya Swamy, University of Waterloo
Lisa Zhang, Bell Labs

RANDOM 2007

Irit Dinur, Hebrew University

Thomas Hayes, Toyota Technological Institute at Chicago
Piotr Indyk, MIT

Russell Martin, University of Liverpool

Dieter van Melkebeek, University of Wisconsin, Madison
Michael Mitzenmacher, Harvard University

Michael Molloy, University of Toronto

Cristopher Moore, University of New Mexico

Sofya Raskhodnikova, Penn State University

Omer Reingold, Weizmann Institute (chair)

Ronen Shaltiel, University of Haifa

Asaf Shapira, Microsoft Research

Aravind Srinivasan, University of Maryland

Angelika Steger, ETH Ziirich

Emanuele Viola, IAS

We would also like to thank the external subreferees: Scott Aaronson, Dim-
itris Achlioptas, Nir Ailon, Gorjan Alagic, Christoph Ambiihl, Matthew An-
drews, Arash Asadpour, Ziv Bar-Yossef, Petra Berenbrink, Nicla Bernasconi,
Andrej Bogdanov, Niv Buchbinder, Sourav Chakraborty, Ho-Leung Chan, Aaron
Clauset, Anne Condon, Artur Czumaj, Varsha Dani, Aparna Das, Roee Engel-
berg, Eldar Fischer, Abraham Flaxman, Tom Friedetzky, Rajiv Gandhi, Leszek
Gasieniec, Daniel Golovin, Ronen Gradwohl, Anupam Gupta, Dan Gutfreund,
Magnus M. Halldorsson, Prahladh Harsha, Gabor Ivanyos, Mark Jerrum, Valen-
tine Kabanets, Shiva Kasiviswanathan, Jonathan Katz, Neeraj Kayal, David
Kempe, Rohit Khandekar, Sanjeev Khanna, Lefteris Kirousis, Phil Klein, Jochen
Konemann, Roman Kotecky, Robert Krauthgamer, Michael Krivelevich, Fabian
Kuhn, Eyal Kushilevitz, Emmanuelle Lebhar, Michael Landberg, Ron Lavi, Liane
Lewin-Eytan, Avner Magen, Martin Marciniszyn, Frank McSherry, Julian Mestre,
Vahab S. Mirrokni, Torsten Muetze, Ashwin Nayak, Ofer Neiman, Ilan Newman,
Zeev Nutov, Konstantinos Panagiotou, Rina Panigrahy, Konstantin Pervyshev,
Boris Pittel, Yuval Rabani, Prasad Raghavendra, Rajmohan Rajaraman, Dror
Rawitz, Daniel Reichman, Dana Ron, Eyal Rozenman, Alex Russell, Jared Saia,
Mohammad R Salavatipour, Alex Samorodnitsky, Rahul Santhanam, Warren
Schudy, Justus Schwartz, Roy Schwartz, Amir Shpilka, Nikolai Simonov, Adam
Smith, Joel Spencer, Reto Spohel, Venkatesh Srinivasan, Mukund Sundarara-
jan, Maxim Sviridenko, Jan Vondrak, John Watrous, Ryan Williams, David
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Williamson, Prudence Wong, Orly Yahalom, Sergey Yekhanin, Neal Young, and
Michele Zito.

We gratefully acknowledge the support from the Department of Computer
Science at the Princeton University, the Faculty of Mathematics and Computer
Science of the Weizmann Institute of Science, the Institute of Computer Science
of the Christian-Albrechts-Universitéit zu Kiel and the Department of Computer
Science of the University of Geneva.

August 2007 Moses Charikar and Omer Reingold, Program Chairs
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Approximation Algorithms and Hardness for
Domination with Propagation

Ashkan Aazami' and Michael D. Stilp?

! Department of Combinatorics and Optimization, University of Waterloo,
Waterloo, Ontario N2L3G1, Canada
aaazami@uwaterloo.ca
2 School of Industrial and Systems Engineering, Georgia Institute of Technology,
Atlanta, Georgia 30332, USA
mstilp3@isye.gatech.edu

Abstract. The power dominating set (PDS) problem is the following
extension of the well-known dominating set problem: find a smallest-size
set of nodes S that power dominates all the nodes, where a node v is
power dominated if (1) v is in S or v has a neighbor in S, or (2) v has
a neighbor w such that w and all of its neighbors except v are power
dominated. Note that rule (1) is the same as for the dominating set
problem, and that rule (2) is a type of propagation rule that applies it-
eratively. We use n to denote the number of nodes. We show a hardness
of approximation threshold of 2106'“" in contrast to the logarithmic
hardness for dominating set. This is the first result separating these two
problem. We give an O(y/n) approximation algorithm for planar graphs,
and show that our methods cannot improve on this approximation guar-
antee. We introduce an extension of PDS called ¢-round PDS; for ¢ = 1
this is the dominating set problem, and for £ > n — 1 this is the PDS
problem. Our hardness threshold for PDS also holds for ¢-round PDS
for all £ > 4. We give a PTAS for the ¢-round PDS problem on planar
graphs, for ¢ = O(T'g"l%). We study variants of the greedy algorithm,
which is known to work well on covering problems, and show that the
approximation guarantees can be ©(n), even on planar graphs. Finally,
we initiate the study of PDS on directed graphs, and show the same

hardness threshold of 2'°8"“™ for directed acyclic graphs.

Keywords: Approximation Algorithms, Hardness of Approximation,
PTAS, Dominating Set, Power Dominating Set, Planar Graphs, Integer
Programming, Greedy Algorithms.

1 Introduction

A DOMINATING SET of an (undirected) graph G = (V, E) is a set of nodes S such
that every node in the graph is in .S or has a neighbor in S. The problem of finding
a dominating set of minimum size is an important problem that has been exten-
sively studied, especially in the last twenty years, see the books by Haynes et al.
[16,17]. Our focus is on an extension called the POWER DOMINATING SET

M. Charikar et al. (Eds.): APPROX and RANDOM 2007, LNCS 4627, pp. 1-15, 2007.
© Springer-Verlag Berlin Heidelberg 2007
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(abbreviated as PDS) problem. Power domination is defined by two rules; the
first rule is the same as for the DOMINATING SET problem, but the second rule
allows a type of indirect propagation. More precisely, given a set of nodes 5, the
set of nodes that are power dominated by S, denoted P(S), is obtained as follows

(Rule 1) if node v is in S, then v and all of its neighbors are in P(S);

(Rule 2) (propagation) if node v is in P(S), one of its neighbors w is not in
P(S), and all other neighbors of v are in P(S), then w is inserted into
P(S).

It can be seen that the set P(S) is independent of the sequence in which nodes
are inserted into P(S) by Rule 2. The PDS problem is to find a node-set S of
minimum size that power dominates all the nodes (i.e., find S C V with |S]|
minimum such that P(S) = V). We use 0Opt(G) to denote the size of an optimal
solution for graph G. We use n to denote |V (G)|, the number of nodes in the
input graph.

For example, consider the planar graph in Figure 1; the graph has t disjoint
triangles, and three (mutually disjoint) paths such that each path has exactly
one node from each triangle; note that |V| = 3¢. The minimum dominating set
has size ©(|V|), since the maximum degree is 4. The minimum power dominating
set has size one — if S has any one node of the innermost (first) triangle (like v),
then P(S) = VL.

Xl XQ X.j Xk
s * : : P
PPy
: P’"l
Fig. 1. Example for PDS Fig. 2. Example for ¢-round PDS

The PDS problem arose in the context of the monitoring of electric power net-
works. A power network contains a set of nodes and a set of edges connecting the
nodes. A power network also contains a set of generators, which supply power, and
a set of loads, where the power is directed to. In order to monitor a power network

' In more detail, we apply Rule 1 to see that all the nodes of the innermost (first)
triangle and one node of the second triangle are in P(S); then by two applications
of Rule 2 (to each of the nodes in the first triangle not in S), we see that the other
two nodes of the second triangle are in P(S); then by three applications of Rule 2
(to each of the nodes in the second triangle) we see that all three nodes of the third
triangle are in P(S); etc.
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we need to measure all the state variables of the network by placing measurement
devices. A Phasor Measurement Unit (PMU) is a measurement device placed on a
node that has the ability to measure the voltage of the node and the current phase
of the edges connected to the node; PMUs are expensive devices. The goal is to in-
stall the minimum number of PMUs such that the whole system can be monitored.
These units have the capability of monitoring remote elements via propagation (as
in Rule 2); see Brueni [8], Baldwin et al. [5], and Mili et al. [24]. Most measure-
ment systems require one measurement device per node, but this does not apply
to PMUs; hence, PMUs give a huge advantage. To see this in more detail consider
a power network G = (V, E), and assume that the resistances of the edges in the
power network are known, and the goal is to measure the voltages of all nodes.
For simplicity, assume that there are no generators and loads. By placing a PMU
at node v we can measure the voltage of v and the electrical current on each edge
incident to v. Next, by using Ohm’s law we can compute the voltage of any node
in the neighborhood of v (Rule 1). Now assume that the voltage on v and all of
its neighbors except w is known. By applying ohm’s law we can compute the cur-
rent on the edges incident to v except {v,w}. Next by using Kirchhoff’s law we
compute the current on the edge {v, w}. Finally, applying Ohm’s law on the edge
{v,w} gives us the voltage of w (Rule 2).

PMUs are used to monitor large system stability and to give warnings of
system-wide failures. PMUs have become increasingly popular for monitoring
power networks, and have been installed by several electricity companies since
1988 [23,6]. For example, the USA Western States Coordinating Council (WSCC)
had installed around 34 PMUs by 1999 [6]. By now, several hundred PMUs
have been installed world wide [26]. Some researchers in electrical engineer-
ing regard PMUs as the most important device for the future of power
systems [25].

Our motivation comes from the area of approximation algorithms and hard-
ness results. The DOMINATING SET problem is a so-called covering problem; we
wish to cover all the nodes of the graph by choosing as few node neighborhoods
as possible. In fact, the DOMINATING SET problem is a special case of the well-
known SET COVERING? problem. Such covering problems have been extensively
investigated. One of the key positive results dates from the 1970’s, when Johnson
(18] and Lovész [21] showed that the greedy method achieves an approximation
guarantee of O(logn) where n denotes the size of the ground set.

Several negative results (on the hardness of approximation) have been dis-
covered over the last few years: Lund and Yannakakis [22] showed that SET
COVERING is hard to approximate within a ratio of £2(logn), modulo some vari-
ants of the P # NP assumption. Later, Feige [12] showed that SET COVERING
is hard to approximate within (1 — €) Inn, modulo some variants of the P # NP
assumption. A natural question is what happens to covering problems (in the
setting of approximation algorithms and hardness results) when we augment the
covering rule with a propagation rule. PDS seems to be a key problem of this

Given a family of sets on a groundset, find the minimum number of sets whose union
equals the groundset.
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type, since it is obtained from the DOMINATING SET problem by adding a simple
propagation rule.

Previous literature: Apparently, the earliest theoretical publications on PDS
are Brueni [8], Baldwin et al. [5], Mili set al. [24]. Later, Haynes et al. [15]
showed that the problem is NP-complete even when the input graph is bipartite;
they presented a linear-time algorithm to solve PDS optimally on trees. Kneis
et al. [19] generalized this result to a linear-time algorithm that finds an optimal
solution for graphs that have bounded tree-width, relying on earlier results of
Courcelle et al. [10]. Kneis et al. [19] also showed that PDS is a generalization
of DOMINATING SET. Guo et al. [14] developed a combinatorial algorithm based
on dynamic programming for optimally solving PDS on graphs with bounded
tree-width in linear-time. Even for planar graphs, the DOMINATING SET problem
is NP-hard [13], and the same holds for PDS [14]. Brueni and Heath [9] have
more results on PDS; including the NP-completeness of PDS on planar bipartite
graphs.

Our contributions: Our results substantially improve on the understanding of
PDS in the context of approximation algorithms.

— For general graphs, we show that PDS cannot be approximated better than
2log’ ™ " unless NP C DTIME(nPwtes(n)) This is a substantial improvement
over the previous logarithmic hardness result. This seems to be the first
known “separation” result between PDS and DOMINATING SET.

— We introduce an extension of PDS called the /-round PDS problem by adding
a parameter ¢ to PDS which restricts the number of “parallel” rounds of
propagation that can be applied (see Section 3.2 for formal definitions). The
rules are the same as PDS, except we apply the propagation rule in paral-
lel, in contrast to PDS where we apply the propagation rule sequentially.
This problem has applications to monitoring power networks when there is
a time constraint that should be met; deducing information through a par-
allel round of propagation takes one unit of time and in some applications
we want to detect a failure in the network after at most ¢ units of time.
Moreover, the ¢-round PDS problem has theoretical significance because it
allows one to study the spectrum of problems between DOMINATING SET
and PDS, and see how the hardness threshold changes as we change the ¢
parameter. We show that /-round PDS for ¢ > 4 cannot be approximated
better than 2'°8" "™ unless NP C DTIME(nPelulog(n)y,

— We focus on planar graphs, and give a PTAS for f-round PDS for ¢ =
O(%). Baker’s PTAS [4] for the DOMINATING SET problem on pla-
nar graphs is a special case of our result with ¢ = 1, and no similar result
of this type was previously known for ¢ > 1. Note that the /-round PDS
problem remains NP-hard on planar graphs (for all £ > 1). Also, note that
our PTAS does not apply to PDS in general, because the running time is
super-polynomial for ¢ = w(Flg"]%).

— We introduce the notion of strong regions and weak regions as a means of
obtaining lower bounds on the size of an optimal solution for PDS. Based on



