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Preface

Why a New Book on Computer Systems?

There is excitement when you talk to high school students about computers. There is a
sense of mystery as to what is “inside the box” that makes the computer do such things as
play video games with cool graphics, play music—be it rap or symphony—send instant
messages to friends, and so on. The purpose behind this textbook is to take the journey
together to discover the mystery of what is inside the box. As a glimpse of what is to come,
let us say at the outset that what makes the box interesting is not just the hardware, but
also how the hardware and the system software work in tandem to make it all happen.
Therefore, the path we take in this book is to look at hardware and software together to
see how one helps the other and how together they make the box interesting and useful.
We call this approach “unraveling the box"—that is, resolving the mystery of what is in-
side the box: We look inside the box and understand how to design the key hardware el-
ements (processor, memory, and peripheral controllers) and the OS abstractions needed
to manage all the hardware resources inside a computer, including processor, memory, I/O
and disk, multiple processors, and network. Hence, this is a textbook for a first course in
computer systems embodying a novel integrated approach to these topics.

The book is intended to give the breadth of knowledge in these topics at an early
stage in a student’s undergraduate career (in computer science or computer engineering).
This text serves the need for teaching a course in an integrated fashion so that students
can see the connection between the architecture and the system software. The material
may be taught as a four-credit semester course, as a five-credit quarter course, or as a
two-quarter three-credit course sequence. A course based on this textbook would serve
well to prepare a student for more in-depth senior-level or graduate-level courses that
go deeper into computer architecture, operating systems, and networking, to cater to
specialization in those areas. Further, such a course kindles interest in systems early that
can be capitalized on to involve students in undergraduate research.

Key features of the book (in addition to processor and memory systems) include
the following;

1. a detailed treatment of storage systems;
2. an elaborate chapter devoted to networking issues; and

3. an elaborate chapter devoted to multiprocessing and multithreaded programming.
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Pedagogical Style

The pedagogical style taken in the book is one of “discovery” as opposed to “instruction” or
“indoctrination.” Further, the presentation of a topic is “top down” in the sense that the
reader is first exposed to the problem we are trying to solve and then initiated into the solu-
tion approach. Take, for example, memory management (Chapter 8). We first start with the
question, “What is memory management?” Once the need for memory management is un-
derstood, we start identifying software techniques for memory management and the corre-
sponding hardware support needed. Thus, the textbook almost takes a storytelling approach
to presenting concepts, which students seem to love. Where appropriate, we have included
worked-out examples of problems in the different chapters in order to elucidate a point.

Our focus in writing the textbook has always been on the students. One can see this
commitment to students in the number of worked-out examples in the textbook that help
solidify the concepts that were just discussed. In our experience as educators, we have seen
that students really appreciate getting a historical context (names of famous computer sci-
entists and organizations that have been instrumental in the evolution of computing) to
where we are today and how we got here. We sprinkle such historical nuggets throughout
the textbook. Additionally, we include a section on historical perspective in several chap-
ters where it makes sense. Another thing that we learned and incorporated from listening
to students is giving references to external work to amplify a point in context, rather than
as an afterthought. One can see this in the number of footnotes throughout the textbook.
Additionally, we also give bibliographic notes and pointers to further reading at the end of
each chapter in a section devoted to external references (textbooks and seminal work) that
may or may not be directly cited in the text, but should be useful to increasing the students’
knowledge base. Today, with the abundance of information via the Internet, it is often
tempting to point to URLs for additional information. However, we have desisted from this
temptation (except for the inclusion of reliable links published by authoritative sources).
Having said that, we know that students of this generation will go to the web first, before
they go to the library, and of course, they should. In this context, we would like to share a
note of caution to the students: Be judicious in your use of the Internet as a resource for in-
formation. Often, a Google search may be the quickest way to get information that you are
seeking. However, you have to sift the information to ensure its veracity. As a rule of
thumb, use the information from the web to answer curiosity questions or gossip. (How
did DEC go out of business? Why did Linux succeed while Unix BSD did not? What is the
history of thé Burroughs corporation? Who are the real pioneers in computer systems?) For
technical references (What is the pipeline structure of the Pentium 4? What is the instruc-
tion-set architecture of the VAX 11/7807?), seek out published books and refereed confer-
ence and journal papers (many of which are available online, of course).

Incidentally, this textbook grew out of teaching such an integrated course, every se-
mester from the fall of 1999, in the College of Computing at Georgia Institute of
Technology. In the beginning, the authors developed a comprehensive set of notes and
slides for the course and used two standard textbooks (one for architecture and one for
operating systems) as background reference material for the students to supplement the
course material. In the spring of 2005, we turned our courseware into a manuscript for
a textbook, because the students continually communicated to us a need for a textbook
that matched the style and contents of our course. An online version of this textbook
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has been in use at Georgia Tech since the spring of 2005 for this course that presents an
integrated introduction to systems. The course is offered three times every year (includ-
ing summers), with over 80 students taking the course every semester. Thus, the man-
uscript has received continuous feedback and improvement from students taking the
course, for over 15 consecutive semesters, before going to print.

In designing the course from which this book was born, as well as in writing the
book, we have learned a lot from the way a first course in systems is taught at other in-
stitutions, and from a number of excellent textbooks. For example, the first course in
systems taught at MIT! has a long history and tradition, and is truly one of a kind. The
book [Saltzer, 2009] that grew out of that course is a great resource for students aspir-
ing to specialize in computer systems. In writing our book, we will freely admit that we
have been inspired by the pedagogical styles of [Ward, 1989] and [Kurose, 2006].

The Structure of the Book and Possible Pathways Through the Book

The intellectual content of the book is broken up into five modules. The roadmap that
follows suggests a possible pathway through the material. The pathway assumes a
roughly equal coverage of the architecture and operating systems topics.

1. Processor: The first module deals with the processor, and software issues associated
with the processor. We start by discovering how to design the brain inside the box?, the
processor. What are the software issues? Since computers are programmed, for the most
part, in high-level language, we consider the influence of high-level language (HLL) con-
structs on the instruction set of the processor (Chapter 2). Once we understand the de-
sign of the instruction set, we focus on the hardware issue of implementing the processor.
We start with a simple implementation of the processor (Chapter 3), and then go on to
consider a performance-conscious implementation with the use of pipelining techniques
(Chapter 5). The processor is a precious resource that has to be multiplexed among sev-
eral competing programs that may need to run on it, as illustrated by the video-game ex-
ample in Chapter 1 (see Section 1.3). It is the OS’s responsibility to use this resource well.
The module concludes with OS algorithms for processor scheduling (Chapter 6).

We expect each of Chapters 2, 3, 5, and 6 to require three hours of classroom in-
struction, with an hour of recitation help for each chapter.

2. Memory System: The second module deals with memory systems and memory hi-
erarchies. A computer program comprises code and data, and therefore needs space
in which to reside. The memory system of a computer is perhaps the most crucial
factor in determining its performance. The processor speed (measured in gigahertz
these days) may mean nothing if the memory system does not match that speed by
providing, in a timely manner, the code and data necessary for executing a program.
Whereas the size of memory systems is growing by leaps and bounds, thanks to ad-
vances in technology, applications’ appetite for using memory is growing equally
fast, if not faster. Thus, memory also is a precious resource, and it is the responsibility
of the OS to manage this resource well. The first part of this module concerns the OS

1. hup:/mit.edu/6.033/www/.

2. The anatomical allusion in the cover design is meant to illustrate the analogy of computing 10 the
networked distributed processing that happens so naturally in the human body.

vii
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algorithms for efficient management of memory and the architectural assists for support-
ing it (Chapters 7 and 8); the second part deals with the memory hierarchies that help to
reduce the latency seen by the processor when accessing code and data (Chapter 9).

We expect each of Chapters 7, 8, and 9 to require three hours of classroom
instruction, with an hour of recitation help for each chapter.

. Storage System: The third module deals with the I/O (particularly, stable storage) and

the file system. What makes the computer useful and interesting is being able to inter-
act with it. First, we deal with hardware mechanisms for grabbing the attention of the
processor away from the currently executing program (Chapter 4). These mechanisms
deal with both external events and internal exceptions encountered by the processor
during program execution. Associated with the hardware mechanisms are software is-
sues that address “discontinuities” in the normal program execution, which include
remembering our location in the original program and the current state of the program
execution. Next, we delve into the mechanisms for interfacing the processor to /O de-
vices and the corresponding low-level software issues such as device drivers (Chapter
10), with a special emphasis on the disk subsystem. This is followed by a comprehen-
sive treatment of the file system (Chapters 11) built on stable storage such as the disk.

We expect each of Chapters 4 and 10 to require three hours of classroom in-
struction and an hour each of recitation help; Chapter 11 should require six hours
of classroom instruction and two hours of recitation help.

. Parallel System: Computer architecture is a fast-changing field. Chip density, proces-

sor speed, memory capacity, etc., have all been showing exponential growth over the
last two decades and are expected to continue that trend for the foreseeable future.
Parallel processing is no longer an esoteric concept reserved for supercomputers. With
the advent of multicore technology that houses multiple CPUs inside a single chip, par-
allelism is becoming a commodity. Therefore, understanding the hardware and soft-
ware issues surrounding parallelism is necessary to answer the question “What is inside
a box?” This module deals with operating systems issues and the corresponding archi-
tectural features in multiprocessors for supporting parallel programming (Chapter 12).

We expect Chapter 12 to require six hours of classroom instruction, with two
hours of recitation help.

. Networking: In the world we live in, a box is almost useless unless it is connected

to the outside world. The multiplayer video game (introduced in Chapter 1), with
your friends as fellow players on the network, is a nice motivating example, but
even in our everyday mundane activities, we need the network for e-mail, web
browsing, etc. What distinguishes the network from other input/output devices is
the fact that your box is now exposed to the world! You need a language to talk to
the outside world from your box and deal with the vagaries of the network, such as
temporary or permanent disconnections. This module deals with the evolution of
networking hardware, and the features of the network protocol stack (which is part
of the operating system) for dealing with the vagaries of the network (Chapter 13).

We expect Chapter 13 to require six hours of classroom instruction, with two
hours of recitation help.

In a nutshell, Chapters 2 through 10 will require one week of instruction each;

Chapters 11, 12 and 13 will require two weeks of instruction each, rounding up a 15-week
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semester. The hardware and software issues for each of the five modules are treated together
in this textbook. The suggested pathway above through the material follows this treatment.

It is possible to tilt the coverage unevenly between architecture and operating sys-
tems topics if one so chooses, without loss of continuity. Let us consider the processor
module. Chapters 3 and 5 deal with the hardware implementation issues of the proces-
sor. For a course that is more OS-oriented, Chapter 5, which deals with pipelined
processor implementation (starting from Section 5.7), may be lightly covered or skipped
altogether (depending on time constraints), without loss of continuity. Similarly, in a
course that is more architecture oriented, Chapter 6, dealing with processor scheduling
issues, may be skipped altogether, without loss of continuity.

In the memory module, Chapter 8 deals with details of page-based memory man-
agement, from an OS perspective. An architecture-oriented course could skip this chap-
ter if it so chooses, without loss of continuity. Similarly, an OS-oriented course may
choose to tone down the detailed treatment of cache memories in Chapter 9.

In the storage module, an architecture-oriented course may choose to tone down the
treatment of file systems coverage in Chapter 11, without concern over loss of continuity.

In the parallel module (Chapter 12), an architecture-oriented course may skip top-
ics such as OS support for multithreading and advanced topics such as multiprocessor
scheduling, deadlocks, and classic problems and solutions in concurrency; similarly, an
OS-oriented course may choose to skip advanced topics in architecture, such as multi-
processor cache coherence, taxonomy of parallel machines, and interconnection net-
works. Given the importance of parallelism, it would be prudent to cover the chapter as
completely as possible, subject to time constraints, in any course offering.

In the networking module (Chapter 13), an architecture-oriented course offering
may skip the detailed treatment of the transport and network layers (Sections 13.6 and
13.7, respectively). An OS-oriented course may choose to cover less of the link layer of
the protocol stack (Section 13.8) and the networking hardware (Section 13.9).

Where Does This Textbook Fit into the
Continuum of CS Curriculum?

Figure P1 shows the levels of abstraction in a computer system. We can try to relate the
levels of abstraction in Figure P1 to courses in a typical CS curriculum. Courses such as
basic programming, object-oriented design and programming, graphics, and HCI

Application (Algorithms Expressed in High-Level Language) Higre
Sequential and Combinational Logic Elements
Logic Gates
Transistors
Solid-State Physics '
V Lower

Figure P.1 Levels of abstraction in a computer system.
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generally deal with higher layers of abstraction. Typically, computer science and com-
puter engineering curricula offer courses dealing with the fundamentals of digital elec-
tronics and logic design, followed by a course on computer organization that deals
purely with the hardware design of a computer. Beyond the computer organization
course (moving up the levels of abstraction shown in Figure P1), most curricula take a
stovepipe approach: distinct courses dealing with advanced concepts in computer
architecture, operating systems, and computer networks, respectively.

Design of computer systems is such an integrated process today that one has to seri-
ously question this stovepipe approach, especially in the early stages of the development
of a student in an undergraduate curriculum in computer science.

A course structured around the topics covered in this book is a unique attempt to
present concepts in the middle (covering topics in the shaded area of Figure P1—
systems software and their relationship to computer architecture) in a unified manner
in an introductory systems course. Such a course would serve as a solid preparation for
students aspiring to learn advanced topics in computer architecture, operating systemns,
and networking (Figure P2).

Figure P.2 Systems course sequence.
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The prerequisites for a course structured around the topics covered in this textbook
are quite straightforward: basic logic design and programming, using a high-level lan-
guage (preferably, C). In other words, a fundamental understanding of the levels of ab-
stractions above and below the topics covered in this book (see Figure P1) is required.

There are excellent textbooks that cater to the fundamentals of digital electronics and logic
design, as well as fundamentals of programming. Similarly, there are excellent textbooks that
deal with advanced topics in computer architecture, operating systems, and computer network-
ing. What is missing is a simplified and integrated introduction to computer systems
that serves as the bridge between the fundamentals and the advanced topics. The aim
of this textbook is to serve as this bridge.

The boundary of computer science as a discipline has expanded. Correspondingly,
students coming into this discipline have varied interests. There is a need for CS curric-
ula to offer choices for students to pursue in their undergraduate careers. At the same
time, there is a responsibility to ensure that students acquire “core” knowledge in sys-
tems (broadly defined) regardless of these choices. We believe that a course structured
around this textbook would fulfill such a core systems requirement. If taught right, it
should give ample opportunity for students to pursue deeper knowledge in systems,
through further coursework. For example, our recommendation would be to have a
course based on this textbook in the sophomore year. In the junior year, the students
may be ready to take courses that are more design oriented—specializing in architec-
ture, operating systems, and/or networking—building on the basic concepts they
learned in their sophomore year via this textbook. Finally, in their senior year the stu-
dents may be able to take more conceptual courses on advanced topics in these areas.

The textbook balances the treatment of both architecture and operating systems top-
ics. It is the belief of the authors that students majoring in computer science should get an
equal treatment of the two topics early in their undergraduate preparation, regardless of
their career objectives. Certainly, students aspiring to becoming system architects, must
understand the interplay between hardware and software, as laid out in this textbook.
Even for students aspiring to specialize in software development, such an understanding
is essential to becoming better programmers. However, it is up to individual instructors
how much emphasis to place on the two topics. The good news is that the textbook allows
instructors to go into as much depth as they deem necessary, commensurate with the cur-
ricular structure existing in their institutions. For example, if an instructor chooses to
scale back on the architecture side, it would be quite easy to tread lightly on the imple-
mentation chapters addressing the processor (Chapters 3 and 5), without losing continu-
ity in the discourse. In discussing the structure of this textbook, we have already given
similar suggestions for each of the five modules that this textbook comprises.

Supplementary Material for Teaching
an Integrated Course in Systems

The authors fully understand the challenge an instructor faces in teaching an integrated
course in computer systems that touches on architecture, operating systems, and networking,

To this end, we make available a set of online resources. Since we have been
teaching this course—three offerings in each calendar year for the last 11 years—as a

xi
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requirement for all computer science majors, we have amassed a significant collection
of online resources:

1. We have PowerPoint slides for all the topics covered in the course, making prepa-
ration and transition (from the stovepipe model) easy.

2. A significant project component dovetails each of the five modules. We have de-
tailed project descriptions of several iterations of these projects, along with software
modules (such as simulators) for specific aspects of the projects.

3. In addition to the problems at the end of each chapter, we have additional problem
sets for the different modules of the course, as well as homework problems and
midterm and final exams used thus far in the course.

Example Project Ideas Included in the Supplementary Material
Processor Design

Students are supplied with a data path design that is 90% complete. Students complete the
data path to help them become familiar with the design. Then they design the microcode-
based control logic (using a logic design software such as LogicWorks) for implementing a
simple instruction set using the data path. This allows the students to get a good under-
standing of how a data path functions and to appreciate some of the design tradeoffs. The
students get actual circuit design experience and functionally test their design, using the
built-in functional simulator of the logic design software.

Interrupts and Input/Output

Students take the design from the first project and add circuitry to implement an interrupt
system. Then they write (in assembly language) an interrupt handler. The circuit design
part of the project is once again implemented and functionally simulated using LogicWorks
software system. In addition, the students are supplied with a processor simulator that they
enhance with the interrupt support, and use it in concert with the interrupt handler, which
they write in assembly language. This project not only makes operation of the interrupt
system clear, but also illustrates fundamental concepts of low-level device input/output.

Virtual Memory Subsystem

Students implement a virtual memory subsystem that operates with a supplied processor
simulator. The students get the feel for developing the memory-management part of an
operating system through this project by implementing and experimenting with different
page replacement policies. The project is implemented in the C programming language.

Multi-Threaded Operating System

Students implement the basic modules of a multithreaded operating system, including
CPU and /O scheduling queues, on top of a simulator that we supply. They experiment
with different processor scheduling policies. The modules are implemented in C, using
pthreads. The students get experience with parallel programming, as well as exposure
to different CPU scheduling algorithms.



Preface

Reliable Transport Layer

Students implement a simple reliable transport layer on top of a simulated network layer
provided to them. Issues that must be dealt with in the transport layer include corrupt
packets, missing packets, and out-of-order delivery. This project is also implemented in
C, using pthreads.

A Note of Caution

We offer one word of caution as we launch on our journey to explore the insides of a com-
puter system: In a textbook that presents computer system design, it is customary to back
up concepts with numerical examples to illustrate the concepts. The past is indicative of the
future. If there is a constant in the technology landscape, it is change. When you buy a new
car, the minute it rolls out of the showroom, it becomes a used car. In the same manner, any
numbers we may use in the numerical examples as to the speed of the processor, or the ca-
pacity of memory, or the transfer rate of peripherals become outdated instantly. What en-
dure are the principles, which is the focus of this textbook. A comfort factor is that whereas
the absolute numbers may change with time—from megaHertz to gigaHertz, and
megabytes to gigabytes—the relative numbers stay roughly the same as technology ad-
vances, thus making the numerical examples in the textbook endure with time.
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