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Preface

On behalf of the Program Committee, it is our pleasure to present to you the
proceedings of the 7th Symposium on Recent Advances in Intrusion Detection
(RAID 2004), which took place in Sophia-Antipolis, French Riviera, France,
September 15-17, 2004.

The symposium brought together leading researchers and practitioners from
academia, government and industry to discuss intrusion detection from research
as well as commercial perspectives. We also encouraged discussions that ad-
dressed issues that arise when studying intrusion detection, including informa-
tion gathering and monitoring, from a wider perspective. Thus, we had sessions
on detection of worms and viruses, attack analysis, and practical experience
reports.

The RAID 2004 Program Committee received 118 paper submissions from
all over the world. All submissions were carefully reviewed by several members
of the Program Committee and selection was made on the basis of scientific
novelty, importance to the field, and technical quality. Final selection took place
at a meeting held May 24 in Paris, France. Fourteen papers and two practical
experience reports were selected for presentation and publication in the confer-
ence proceedings. In addition, a number of papers describing work in progress
were selected for presentation at the symposium. The keynote address was given
by Bruce Schneier of Counterpane Systems. Hakan Kvarnstrom of TeliaSonera
gave an invited talk on the topic “Fighting Fraud in Telecom Environments.”

A successful symposium is the result of the joint effort of many people. In
particular, we would like to thank all authors who submitted papers, whether
accepted or not. Our thanks also go to the Program Committee members and
additional reviewers for their hard work with the large number of submissions. In
addition, we want to thank the General Chair, Refik Molva, for handling confer-
ence arrangements, Magnus Almgren for preparing the conference proceedings,
Marc Dacier for finding support from our sponsors, Yves Roudier for maintaining
the conference Web site, and Hervé Debar at France Télécom R&D for arranging
the Program Committee meeting. Finally, we extend our thanks to the sponsors:
SAP, France Télécom, and Conseil Régional Provence Alpes Céte d’Azur.

September 2004 Erland Jonsson
Alfonso Valdes
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Automatic Extraction of Accurate
Application-Specific Sandboxing Policy

Lap Chung Lam and Tzi-cker Chiueh

Rether Networks, Inc.
99 Mark Tree RD Suite 301, Centereach NY 11720, USA
1lclam@cs.sunysb.edu, chiueh@rether.com
http://www.rether.com

Abstract. One of the most dangerous cybersecurity threats is control
hijacking attacks, which hijack the control of a victim application, and
execute arbitrary system calls assuming the identity of the victim pro-
gram'’s effective user. System call monitoring has been touted as an effec-
tive defense against control hijacking attacks because it could prevent re-
mote attackers from inflicting damage upon a victim system even if they
can successfully compromise certain applications running on the system.
However, the Achilles’ heel of the system call monitoring approach is
the construction of accurate system call behavior model that minimizes
false positives and negatives. This paper describes the design, imple-
mentation, and evaluation of a Program semantics-Aware Intrusion De-
tection system called Paid, which automatically derives an application-
specific system call behavior model from the application’s source code,
and checks the application’s run-time system call pattern against this
model to thwart any control hijacking attacks. The per-application be-
havior model is in the form of the sites and ordering of system calls made
in the application, as well as its partial control flow. Experiments on a
fully working Paid prototype show that Paid can indeed stop attacks that
exploit non-standard security holes, such as format string attacks that
modify function pointers, and that the run-time latency and through-
put penalty of Paid are under 11.66% and 10.44%, respectively, for a
set of production-mode network server applications including Apache,
Sendmail, Ftp daemon, etc.

Keywords: intrusion detection, system call graph, sandboxing, mimicry
attack, non-deterministic finite state automaton

1 Introduction

Many computer security vulnerabilities arise from software bugs. One particular
class of bugs allows remote attackers to hijack the control of victim programs
and inflict damage upon victim machines. These control hijacking exploits are
considered among the most dangerous cybersecurity threats because remote at-
tackers can unilaterally mount an attack without requiring any special set-up or
any actions on the part of victim users (unlike email attachment or web page
download). Moreover, many production-mode network applications appear to be
rife with software defects that expose such vulnerabilities. For example, in the

E. Jonsson et al. (Eds.): RAID 2004, LNCS 3224, pp. 1-20, 2004.
© Springer-Verlag Berlin Heidelberg 2004



2 Lap Chung Lam and Tzi-cker Chiueh

most recent quarterly CERT Advisory summary (03/2003) [4], seven out of ten
vulnerabilities can lead to control hijacking attacks. As another example, the no-
torious SQL Slammer worm also relies on control hijacking attacks to duplicate
and propagate itself epidemically across the net.

An effective way to defeat control-hijacking attacks is application-based
anomaly intrusion detection. An application-based anomaly intrusion detection
system closely monitors the activities of a process. If any activity deviates from
the predefined acceptable behavior model, the system terminates the process or
flags the activity as intrusion. The most common way to model the acceptable
behavior of an application is to use system calls made by the application. The
underlying assumption of the system call-based intrusion detection is that re-
mote attackers can damage a victim system only by making malicious system
calls once they hijack a victim application. Given that system call is the only
means to inflict damage, it follows logically that by closely monitoring the sys-
tem calls made by a network application at run time, it is possible to detect and
prevent malicious system calls that attackers issue, and thus protect a computer
system from attackers even if some of its network applications have been com-
promised. While the mechanics of system call-based anomaly intrusion detection
is well understood, successful application of this technology requires an accurate
system call model that minimizes false positives and negatives.

Wagner and Dean [22] first introduced the idea of using compiler to de-
rive a call graph that can capture the system call ordering of an application.
At run time, any system call that does not follow the statically derived or-
der is considered as an act of intrusion and thus should be prohibited. A call
graph derived from a program’s control flow graph (CFG) is a non-deterministic
finite-state automaton (NFA) due to such control constructs as if-then-else and
function call/return. The degree of non-determinism determines the extent to
which mimicry attack [23] is possible, through so-called impossible paths [22].
This paper describes the design, implementation, and evaluation of a Program
semantics-Aware Intrusion Detection system called Paid, which consists of a
compiler that can derive a deterministic finite-state automaton (DFA) model
which captures the system call sites, system call ordering, and partial control
flow from an application’s source code, and an in-kernel run-time verifier that
compares an application’s run-time system call pattern against its statically de-
rived system call model, even in the presence of function pointers, signals, and
setjmp/longjmp calls. Paid features several unique techniques:

— Paid inlines each system call site in the program with its associated system
call stub so that each system call is uniquely labeled by the return address
of its corresponding int 0x80 instruction,

— Paid inlines each call in the application call graph to a function having
multiple call sites with the function’s call graph, thus eliminating the non-
determinism associated with the exit point of such functions,

— Paid introduces a notify system call that its compiler component can use to
inform its run-time verifier component of information that cannot be deter-
mined statically such as function pointers, signal delivery, and to eliminate
whatever non-determinism that cannot be resolved through system call in-
lining and graph inlining, and
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— Paid inserts random null system calls (which are also part of the system
call graph) at compile time and performs run-time stack integrity check to
prevent attackers from mounting mimicry attacks.

The combination of these techniques enables Paid to derive an accurate DFA
system call graph model from the source code of application programs, which
in turn minimizes the run-time checking overhead. However, the current Paid
prototype has one drawback: it does not perform system call argument analysis.
But we will include this feature in the next version of Paid.

2 Related Work

2.1 System Call-Based Sandboxing

Many recent anomaly detection systems [22,8,18,13,9, 24,15, 17] defines normal
behavior model using run-time application activities. Although such systems can-
not stop all attacks, they can effectively detect and stop many control hijacking
attacks. Among these systems, system call pattern has become the most pop-
ular choice for modeling application behavior. However, simply keeping track
of system calls may not be sufficient because it cannot capture other program
information such as user-level application states.

Wagner and Dean’s work [22] advocated a compiler approach to derive three
different system call models, callgraph model (NFA), abstract stack or push-
down automaton model (PDA), and digraph model. Among all three models,
the PDA model, which models the stack operations to eliminate the impossible
paths, is the most precise model, but it is also the most expensive model in
terms of time and space in many cases. Paid’s DFA model represents a signifi-
cant advance over their work. First, Paid uses notify system call, system call
inlining, and graph inlining to reduce the degree of non-determinism in the input
programs. Second, Paid uses stack integrity check and random insertion of null
system calls to greatly raise the barrier for mimicry attacks. Third, Paid is more
efficient than Wagner and Dean’s system in run-time checking overhead. For ex-
ample, for a single transaction, their PDA model took 42 minutes for gpopper
and more than 1 hour for sendmail, whereas Paid only takes 0.040679 seconds
for gpopper and 0.047133 seconds for sendmail.

Giffin et al. [9] extended Wagner’s work to application binaries for secure
remote execution. They used null system call to eliminate impossible paths in
their NFA model by placing a null system call after a function call. Paid is
different from this work because it places a null system call only where non-
determinism cannot be resolved through graph inlining and system call stub
inlining. As a result, Paid can use the DFA model to implement a simple and
efficient runtime verifier inside the kernel. Giffin et al. also tried graph inlining,
which they called automaton inlining. They found graph inlining increases the
state space dramatically, but Paid’s implementation on Linux only increases
the state space around 100%. This discrepancy is due to the libc library on
Solaris. For example, for a single socket call, it only needs a single edge or
transition on Linux, while it takes more than 100 edges on Solaris. They found
numerous other library functions that share the same problem. Giffin’s PDA
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model is similar to Wagner’s model, and they used a bounded-stack to solve the
infinite stack problem. However, when the stack is full, the PDA model eventually
becomes a less precise NFA model. Giffin et al. also proposed a Dyck model [10]
to solve non-determinism problem by placing a null system call before and after
a function call to simulate stack operation. To reduce performance overhead, a
null system call from a function call does not actually trap to the kernel if the
function call itself does not make a system call.

Behavior blocking is a variation of system call-based intrusion detection.
Behavior blocking systems run applications in a sandbox. All sandboxed ap-
plications can only have the privileges specified by the sandbox. Even if an
application is hijacked, it cannot use more privileges than as specified. Existing
behavior blocking systems include MAPbox [1], WindBox (3], Janus [11], and
Consh [2]. The key issue of behavior blocking systems is to define an accurate
sandboxing policy, which is what Paid is designed for.

Systems such as StackGuard [6], StackShield [21] and RAD [5,16] tried to
protect the return addresses on the stack, which are common targets of buffer
overflow attacks. Non-executable stack [19] prevents applications from executing
any code on the stack. Another problem is that they cannot prevent attacks
that target function pointers. IBM’s GCC extension [7] reorders local variables
and places all pointer variables at lower addresses than buffers. This technique
offers some protection against buffer overflow attacks, but not buffer underflow
attacks. Purify [12] instruments binaries to check each memory access at run
time. However, the performance degradation and the increased memory usage
are the key issues that prevent Purify from being used in production mode.
Kiriansky [14] checks every branch instruction to ensure that no illegal code can
be executed.

3 Program Semantics-Aware Intrusion Detection

3.1 Overview

Paid includes a compiler that automatically derives a system call site low graph
or SCSFG from an application’s source code, and a DFA-based run-time verifier
that checks the legitimacy of each system call. To be efficient, the run-time
verifier of Paid is embedded in the kernel to avoid the context-switching overhead
associated with user-level system call monitors. The in-kernel verifier has to be
simple so that it itself does not introduce additional vulnerabilities. It also needs
to be fast so as to reduce the performance overheard visible to applications.
Finally it should not consume much of the kernel memory. The key challenge
of Paid is to minimize the degree of non-determinism in the derived SCSFG
such that the number of checks that the run-time verifier needs to perform is
minimized.

Once an application’s SCSFG is known, the attacker can also use this infor-
mation to mount a mimicry attack, in which the attacker follows a legitimate
path through the application’s SCSFG until it reaches a system call she needs
to deal the fatal blow. For example, assume an application has a buffer over-
flow vulnerability and the system call sequence following the vulnerability point
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is {open, setreuid, write, close, exec}, and an attacker needs setreuid
and exec for her attack. After the attacker hijacks the application’s control using
a buffer overflow attack, she can mimic the legitimate system call sequence by
interleaving calls to open, write and close with those to setreuid and exec
properly, thus successfully fooling any intrusion detection systems that check
only system call ordering. To address mimicry attacks, Paid applies two simple
techniques: stack integrity check and random insertion of null system calls. In
the next version of Paid, we will add a comprehensive checking mechanism on
system call arguments as well.

main fO 0 main

open O

write
open ; foo
F read

write

O._

<Bead foo

-0

foo write
close close
é%)sc close
(A) Function Call Graphs (B) Graph Interlinking (C) Graph Inlining

Fig. 1. Graph interlinking and graph inlining are two alternative to constructing a
whole-program system call graph from the system call graphs of individual functions

3.2 From NFA to DFA

The simplest way to construct a call graph for an application is to extract a
local call graph for each function from the function’s CFG, and then construct
the final application call graph by linking per-function local call graphs using
either graph interlinking or graph inlining, which are illustrated in Figure 1. A
local call graph or an application call graph is naturally an NFA because of
such control constructs as if-then-else and function call/return. To remove non-
determinism, we employ the following techniques: 1) system call stub inlining,
2) graph inlining, and 3) insertion of notify system call.

One source of non-determinism is due to functions that have many call sites.
For these functions, the number of out-going edges of the final state of their local
call graph is more than one, as exemplified by the function foo in Figure 1(B).
To eliminate this type of non-determinism, we use graph inlining as illustrated in
Figure 1(C). In the application call graph, each call to a function with multiple
call sites points to a unique duplicate of the function’s call graph, thus ensuring
that the final state of each such duplicated call graph have a single out-going
edge. Graph inlining can significantly increase the state space if not applied
carefully. We use an e-transition removal algorithm to remove all non-system
call edges from a function’s CFG before merging the per-function call graphs.



