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As the title suggests, this book was written
to provide the reader with an introduction to
the fascinating field of behavioral pharmacol-
ogy; the systematic study of the effects of drugs
an behavior and the ways in which behavioral
principles can help us understand how drugs
work. Because research in this field is done in
a variety of animal species, I have included data
from experiments on both humans and non-
humans. This represents something of a depar-
ture from the usual approach to this material,
but it should not deter the serious student. The
field has developed to the point where it is im-
possible to fully understand human drug use
without some knowledge of the research that can
only be done on nonhuman species. Rather
than make the material more difficult, under-
standing the research on nonhumans provides
a perspective that simplifies the complexities of
human drug use.

The book has two parts. The first five chap-
ters are on ‘‘basic concepts’’ and are there to
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provide sufficient background to understand the
remaining nine chapters. These are devoted to
different drugs or classes of drugs. The reader
is invited to pick and choose from these first
five chapters and fill in gaps in their knowl-
edge. Those with an introductory psychology
course will probably be able to skip the chapter
on the behavioral analysis of drug effects and
those with some experience in medicine, phar-
macology, physiology, or nursing will be able to
omit the chapters on neurophysiology, and on
absorption and distribution and excretion.
These basic concepts chapters do not contain
extensive citations of the literature and are pro-
vided as a background and as an explanation
of the concepts that are used in the second part
of the book.

The second part of the book consists of nine
chapters on specific drugs and drug classes.
Each chapter is organized in the same way. It
starts with a discussion of the sources of the drug
and the ways it is prepared for use. There is
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also a short history which, in addition to being
entertaining, is designed to provide some in-
sight into the origins of current attitudes and
legislation concerning the drug. The routes of
administration, absorption, and distribution
and excretion/metabolism of each drug are dis-
cussed along with a synopsis of what is known
about its site and mechanism of action. Each
chapter also has a section on effects on the body,
effects on sleep, effects on the behavior and per-
formance of humans and nonhumans, with-
drawal symptoms, tolerance, self-administra-
tion, harmful effects, and finally, treatments.
This similarity in layout is designed to make
possible quick comparisons between drugs, and
to use the book as a handbook for quick refer-
ence to specific drugs and specific drug-related
phenomena.

These nine chapters are supported fully with
literature citations in the manner used by most
scientific journals. The particular works cited
were not chosen to support each point, but were
selected as sources for further study. For this
reason they tend to be book chapters or litera-
ture reviews, but original research reports have
been used where necessary.

A glossary is provided at the end of the text.
While this glossary s primarily intended as a
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support for users of the book, I have attempted
to make it sufficiently extensive so that it can
be used as a general dictionary for the field.
This is the first book I have attempted to
write and the experience has been exhausting,
frustrating, time consuming, and above all, fun.
It has not been, nor could it have been done in
isolation, and I have to acknowledge the gen-
erous assistance of the many people who have
contributed their time and knowledge to cor-
recting and improving fact, grammar, and style.
These include Gerard Martin, Bow Tong Lett,
Sam Revusky, Marvin Krank, Harry Taukulis,
Wayne Dornan, J. C. LeCaille, Edna McKim,
Muriel Vogel-Sprott, Peter Harley, John Scott,
Anne Storey, Ken Roberts, and many others
including the hundreds of students who have
had to use various versions of this manuscript
as a text for Psychology 2800 over the last few
years. | also wish to acknowledge the excellent
art Work of Gill Campbell of Woof Design and

her interest and cooperation in this project.

W. A. M.
St. John’s, December 7, 1984



PREFACE

1

RESEARCH DESIGN

AND DRUG DOSAGES,
DOSE RESPONSE CURVES,
AND INTERACTIONS

Experimental Research Designs
Nonexperimental Research 4
Negative Results 5

Names of Drugs 5

Describing Dosages 6

Drug Interactions 7

Chapter Summary 8
References 9

1

CONTENTS

2

DEPENDENT VARIABLES
AND ANALYSIS
OF DRUG EFFECTS 10

History of the Study of Behavior 10
Measuring Behavior 11

Level of Arousal 12

Measuring Behavior and Performance
in Humans 13

Measuring Behavior in Nonhumans 15
Chapter Summary 19

References 20



3

ABSORPTION, DISTRIBUTION,
AND EXCRETION OF DRUGS 21

Routes of Administration 21
Absorption from Parenteral Sites 23
Inhalation of Gases 24

Inhalation of Smoke and Solids 25
Oral Administration 26

The Digestive System 27

Ion Trapping 29

Distribution of Drugs 29

Excretion and Metabolism 31
Factors that Alter Drug Metabolism 34
Combining Absorption

and Excretion Functions 35
Chapter Summary 36

References 37

4

NEUROPHYSIOLOQY,
NEUROTRANSMITTERS,
AND THE NERVOUS SYSTEM 38

The Neuron 38

The Synapse 41

The Nervous System 44

The Peripheral Nervous System 44
The Central Nervous System 46
Chapter Summary 49

5

DRUG STATE CONDITIONING,
TOLORENCE, DEPENDENCE,
AND SELF-ADMINISTRATION 51

Drug Effect Conditioning 51

Tolerance 53

Dependence and Withdrawal Symptoms 55
Self-Administration 57

Dissociation 60

viii  Contents

Chapter Summary 61
References 62

6
ALCOHOL 63

Sources of Alcohol 63

Origin and History 64

Route of Administration 69
Distribution 70

Excretion 70

Neuropharmacology 72

Effects of Alcohol 72

Tolerance 76

Withdrawal 77

Self-Administration in Humans 78
Self-Administration in Nonhumans 82
Harmful Effects of an Acute
Administration 83

Harmful Effects of Chronic Consumption 84
Treatments 86

Chapter Summary 88

References 89

7
THE BARBITURATES 92
History 92

Types of Barbiturates 93

Routes of Administration 94
Absorption 94

Excretion 94

Neurophysiology 95

Effects of Barbiturates 96
Dissociation and Drug State
Discrimination 98

Tolerance 99

Withdrawal 99
Self-Administration in Humans 100
Self-Administration in Nonhumans
Harmful Effects 102

104

102

Treatment



Chapter Summary 104

References 106

8

THE BENZODIAZEPINES 108
History and Sources 108

Absorption 109

Distribution 110

Excretion 110

Neurophysiology 111

Effects of Benzodiazepines 112
Discriminative Stimulus Properties 115
Tolerance 115

Withdrawal 116

Self-Administration in Humans 118
Self-Administration in Nonhumans 119
Harmful Effects 119

A Final Word 121

Chapter Summary 121

References 122

9

TOBACCO 125
Sources of Tobacco and Tobacco
Products 125

History 127

Route of Administration 131
Distribution 131

Excretion 132

Neurophysiological Effects 132

Effects of Tobacco 133

Drug State Discrimination 135
Withdrawal Symptoms 135
Self-Administration in Humans 136
Self-Administration in Nonhumans 138

Treatments 138
Harmful Effects
Chapter Summary
References 143

140
142

10

CAFFEINE AND THE

METHYLXANTHINES 145

Sources of Methylxanthines 145

History of Methylxanthine Use

152
153

148
Route of Administration
Neurophysiological Effects
Effects of Caffeine and the
Methylxanthines 154
Discriminative Stimulus Properties
Tolerance 156
Withdrawal 156
Self-Administration
Harmful Effects 157
Chapter Summary 158
References 159

156

156

11

PSYCHOMOTOR STIMULANTS

AND ANTIDEPRESSANTS 161

Sources 161

History 162

Routes of Administration

and Absorption 166

Distribution 167

Excretion 167

Neurophysiology 168

Effects of Psychomotor Stimulants
and Antidepressants 169
Dissociation and Drug State
Discrimination 175

Tolerance 176

Withdrawal 176
Self-Administration in Humans 177

Self-Administration in Nonhumans 178

Harmful Effects 179
Treatment 181
Chapter Summary 182
References 183

Contents  1X



12

THE OPIATES 187
Origins and Sources of Opiates 186
History of Opiate Use 187

Routes of Administration 191
Distribution 192

Excretion 192

Neurophysiology 192

Effects of Opiates 194

Drug State Discrimination 198
Withdrawal 199

Tolerance 199

Self-Administration in Humans 200
Self-Administration in Nonhumans 202
Harmful Effects of Opiates 202
Treatments 204

Conclusions 207

Chapter Summary 207

References 209

13

CANNABIS 211
Sources 211

History 213
Absorption 216
Distribution 216
Metabolism 217
Neuropharmacology 217
Effects of Cannabis 218
Stimulus Properties 224

x  Contents

Drug State Discrimination 224
224
Withdrawal Symptoms
Self-Administration 225
Harmful Effects 227
Chapter Summary 232

234

Tolerance

225

References

14

HALLUCINOGENS 237

238
Hallucinogens Similar to Serotonin 238
Hallucinogens that Resemble
Norepinephrine 243

Hallucinogens Similar to Acetylcholine
247

Types of Hallucinogens

246
Miscellaneous Hallucinogens
Neurophysiology 249
Effects on Human Behavior and
Performance 250

Effects on Behavior of Nonhumans
Drug State Discrimination 255
256
Withdrawal Symptoms
Self-Administration 257
Harmful Effects 258
Chapter Summary 259
261

255

Tolerance

257

References

GLOSSARY 263

INDEX 277



chapter 1

RESEARCH DESIGN AND DRUG
DOSAGES, DOSE RESPONSE
CURVES, AND INTERACTIONS

Al scientific experimentation can be thought of
as a search for a relationship between events.
In behavioral pharmacology the researcher is
usually trying to find out the relationship be-
tween the presence of a drug in an organism
and changes that occur in the behavior of that
organism. In most true experiments, one of
these events is created or manipulated by the
experimenter and the other event is measured.
The manipulated event is called the independent
variable and the observed event is called the de-
pendent variable. The independent variable in be-
havioral pharmacology is usually the amount of
drug put into the organism; that is what the re-
searcher manipulates. The dependent variable
is usually some change in the behavior of that
organism and this is what the researcher mea-
sures. The next chapter discusses some of the
more commonly used measures of behavior or
dependent variables.

EXPERIMENTAL RESEARCH
DESIGNS

Experimental Control

It is not enough to give a drug and observe
its effect. For an experiment to be meaningful,
the experimenter must be able to compare what
happened when the drug was given and what
would have happened if the drug had not been
given. In other words, the experiment needs a
control. A controlled experiment is one in which
it is possible to say with some degree of cer-
tainty what would have happened if the drug
had not been given. This permits comparisons
to be made between drug and nondrug states.
For example, a researcher could give several
subjects each a pill containing THC, the active
ingredient in marijuana, and observe that
everyone tended to laugh a great deal after-



ward. These observations would not be worth
much unless the researcher could demonstrate
that the increased laughter was a result of the
drug, and not a result of the subjects’ expec-
tation, or of nervousness about being observed,
or of some factor other than the presence of drug
in the body. As with most behavioral experi-
ments, there are many factors that could influ-
ence the results and so it is essential to be sure
that the drug, and not something else in the
procedure, caused the laughter.

The only truly reliable way to do this exper-
iment and eliminate all possible causes of the
laughter apart from the drug, would be to have
a time machine, and, after the experiment, go
back and give the same students identical pills
not containing any drug. Comparisons could
then be made between the amount of laughter
with and without the drug, since all other fac-
tors (the subjects, the situation, the time of day,
and so on) would be the same.

Since there is no such thing as a time ma-
chine, the behavioral pharmacologist must
compare the behavior of a drugged subject with
either a) the drug-free behavior of that subject
under similar conditions; or b) the behavior of
other drug-free subjects under similar condi-
tions.

The first alternative is called a within-subject
design. In this strategy, careful observations are
made of a subject’s behavior under specific con-
ditions and when the behavior appears to be
stable and predictable it is then possible to give
the drug and make comparisons between
drugged and nondrugged behavior. In other
words, subjects serve as their own control.

Let us say, for example, we are interested in
the effect of amphetamine on feeding behav-
lor of rats. In a within-subject design, the re-
searcher carefully measures the daily food con-
sumption of several rats until the measures are
constant for each animal. The researcher then
injects a dose of amphetamine into each rat and
measures food consumption for that day.
Meaningful comparisons can now be made be-
tween food consumption on drug and nondrug
days since the researcher has a pretty good idea
how much each animal would have eaten if it
had not been given the drug.

This experiment could also be done using a
between-subject design. In this, a number of rats

are randomly assigned to two groups. One
group, the experimental group, would get the
amphetamine and the other, the control group,
would not get any drug. The food consumption
of both groups could then be compared.

Comparisons of Between- and Within-Subject
Designs. The type of design used by the be-
havioral pharmacologist is usually determined
by the type of dependent variable being mea-
sured in the experiment. If the measure is sta-
ble from day to day, like eating, within-subject
designs can be used, but if the dependent vari-
able is subject to systematic change, then the
researcher is forced to use a between-subject de-
sign. Exploratory behavior is a good example
of such a measure; on the first exposure to a
new cage a rat will usually spend a considerable
time moving around and exploring, but on the
second day it may be habituated to the new sur-
roundings and it may just sit and lick its whis-
kers. A within-subject design could not be used
here because the behavior changes from day to
day and we would not know whether the change
was due to the drug or to habituation. A be-
tween-subject design would be appropriate be-
cause both the experimental and control groups
could be compared on the first exposure to the
new cage and habituation would not be a factor.

The difficulty with the between-subject de-
sign is that responses of individuals may vary a
great deal. By chance we may get very curious
rats in one group and very lazy rats in another.
The differences in groups would then be due to
differences in rats and not to the effects of the
drug. We could get around this difficulty by
having large groups, which would decrease the
likelihood that all the curious or lazy rats would
end up in one group. It would also mean much
more work and have the additional disadvan-
tage that the final results would be in terms of
group averages, which sometimes hide impor-
tant information that is more apparent in work
with individual subjects.

The advantage of the within-subject design
is that more perfect control conditions can be
achieved since each subject is its own control.
The disadvantage is that it can only be used
with behavioral measures that are not likely to
change when repeated. Within-subject experi-
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ments usually take more time, but they do not
require as many subjects.

Statistical Testing. In some within-subject
and most between-subject designs, some sort of
statistical tests are needed to determine the
probability of differences observed between
drug and nondrug measures. Such tests are
necessary because differences could be due to
chance variations from day to day and from
subject to subject. When a researcher finds a

BOX 1-1 An example of the use of statistical tests

difference in the means of the groups, a statis-
tical test can tell how often by chance such a
difference is likely to occur if there were no drug
effect. Box 1-1 gives a numerical example of
how statistical tests are used.

Placebo Controls. To be completely useful,
a control condition must be as similar as pos-
sible to the experimental condition except for
one variable: the presence or absence of the
drug. In the example given above, where the

A mythical experiment was done to deter-
mine the effect of amphetamine on food con-
sumption in rats. The experiment was a be-
tween-subject design with 10 rats in each group.
Both groups were treated identically except that
the rats in one group were given amphetamine
before eating and the rats in the other group
were given a placebo injection of the vehicle
normal saline (see page 22, chapter 3). The re-
searcher found that the amphetamine group ate
a mean of 16.7 g of food and the control rats
ate a mean of 20.5 g of food. On the basis of
this difference could the experimenter con-
clude that amphetamine reduced food intake?
To answer this question a statistical test is
needed.

The following table gives the actual food
consumption for each rat in the experiment. The
most appropriate statistical test for this type of
experiment would be what is known as a “t”
test. This test takes into account the variability
in each group, and on the basis of certain as-
sumptions, it can tell the experimenter how
many times the experiment would have to be
repeated to get this big a difference in the means
just by chance.

In this case the 't test tells the experimen-
ter that if the drug had no effect and the ex-
periment was done 100 times, there would be
a difference this big between 5 and 10 times,
just by chance. This is not normally good
enough. Most behavioral researchers insist that
their results be explainable by chance no more
than 5 times in 100, or as they say, with a prob-
ability less than 5 percent (p<.05). If the prob-
ability level is greater than 5%, the result is gen-
erally considered to be negative. If you read
original research reports you will see the results

of statistical tests are reported something like
this: t=2.09 df=18, p<.05). The first two
numbers are values associated with the statis-
tical test and the final number is the probability
level.

There are many different types of statistical
tests for many different research designs. They
all, however, end up telling you the same thing:
how often you would expect to get the results
by chance if there were no drug effect (Fergu-
son, 1966).

When using a within-subject strategy, a sta-
tistical test is sometimes not necessary. Most re-
search using operant techniques examines the
behavior of three or four experimental subjects
in great detail and under carefully controlled
experimental conditions. Nondrugged perfor-
mance is very reliable and so when the drug is
given it is readily apparent whether there are
any drug-produced changes in behavior and
statistical analyses are not necessary.

Control Group Experimental Group

rat no. food eaten rat no. food eaten

1 18g 11 17g

2 22g 12 l4g

3 23g 13 12g

4 17¢ 14 25g

5 28g 15 i5g

6 20g 16 16g

7 l6g 17 20g

8 22g 18 21g

9 21g 19 13g

10 18g 20 11g
mean 20.5g 16.7g

Research Design and Drug Dosages, Dose Response Curves, and Interactions 3



effect of amphetamine on rats’ eating was de-
termined, the control procedure could have
been improved. As you recall, we had two
groups; one was injected with amphetamine and
the other was not injected at all. It is quite pos-
sible that the anxiety of being stuck by a needle
suppressed eating by itself and the ampheta-
mine had nothing to do with the results. For
this reason, behavioral pharmacologists always
use a control condition that involves the injec-
tion of the vehicle alone. (See page 22, chap-
ter 3.) This means that on control days in
within-subject designs, and for control subjects
in between-subject designs, an injection of nor-
mal saline would be given. Subjects in the ex-
perimental group, or on drug days, would be
treated identically, except they would have the
drug dissolved in the saline.

Such careful controls are especially impor-
tant with human subjects because of a phenom-
enon known as the placebo effect. A placebo is a
totally inert substance which causes no phys-
iological change, but is administered as though
it were a medicine. If people believe they are
getting a drug that will have a specific effect,
they will frequently show that effect even though
the drug does not cause it. This placebo effect
makes careful control an absolute necessity
when evaluating the clinical effectiveness of
newly developed drugs because patients will
frequently show an effect they expect the drug
to have. For example, let us suppose that we are
testing a new pain reliever. We go to a hospital
and give the drug to a group of patients who
are in postoperative pain and tell them that this
new drug should relieve their distress. The next
day we find that 68 percent of the patients re-
port that their pain was relieved. By itself, this
is not a useful experiment because we do not
know how many patients would have reported
the same thing without the drug. To do this ex-
periment the proper way, it would be necessary
to have two groups of patients. While both
groups would be told they were getting a pain
reliever, only one group would get the new drug
and the other would be given an identical pill
containing only sugar. The next day, pain rat-
ings would be taken from all the patients and
comparisons could be made.

Further precautions need to be taken in an

experiment of this nature. It has been known
for some time that an experimenter can influ-
ence the outcome of research without knowing
it. For example, if the researcher knows which
patients have been given a placebo, the re-
searcher might unconsciously change the man-
ner in which the patients are interviewed, or,
even make systematic mistakes in recording
data. To eliminate this possibility, it is usual to
conduct the experiment so that neither the doc-
tors or nurses giving the drug, nor the research-
ers interviewing the patients for the pain ratings
know which patients were in which group. This
procedure is called a double blind and is essential
because it eliminates the possibility of any ex-
perimenter bias effects.

NONEXPERIMENTAL RESEARCH

A good deal of what we know about drugs is a
result of research that does not involve experi-
ments. As explained earlier, experiments at-
tempt to find relationships between two events,
a manipulated event and a measured event.
Nonexperimental research looks for a relation-
ship between two measured events. A good ex-
ample is the discovery of a relationship between
smoking during pregnancy and infant mortal-
ity. It was shown some time ago that there was
a higher rate of infant death among babies born
to women who smoked during pregnancy than
among babies born to nonsmoking mothers.
(See chapter 9.) In this research nothing was
manipulated, there was no independent vari-
able. The two events, smoking and infant mor-
tality, were measured and found to be related.

One major difficulty with this sort of finding
is that we cannot assume a causal relationship
between the two related events unless a true ex-
periment is done. We know that children born
to smoking mothers are more likely to die, but
we cannot conclude that smoking causes the in-
fant deaths. The relationship might be due to
some third factor that causes both events. For
example, it may be that women smoke because
they have a biochemical imbalance that causes
their bodies to need the nicotine in cigarettes.
This imbalance might also be responsible for the
higher infant mortality rates. The only way we
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can be sure that the smoking causes the infant
mortality is to do a true experiment by finding
two groups of pregnant women and forcing one
group to smoke. If there is a difference in infant
mortality between the two groups we are in a
good position to propose a causal relationship.
Of course, such an experiment would be out of
the question on ethical grounds and it could
never be done with humans. For this reason we
are going to have to be satisfied with relational
rather than causal data on many issues of drug
effects in humans.

NEGATIVE RESULTS

The methodology of science has been developed
to answer questions about relationships be-
tween events and if research, either experimen-
tal or nonexperimental, finds a relationship,
then this is useful information. The reverse,
however, is not true. It is almost impossible to
prove something does not exist. Just because an
experiment does not find a relationship, it does
not mean that the relationship is not there. Ex-
periments can fail for a number of reasons; the
researchers may not be using the right experi-
mental subject, they may not be measuring the
dependent variable accurately, they may not be
using an appropriate dose of the drug, or the
relationship they are looking for might not ex-
ist. With negative results, it is impossible to
know which explanation is the correct one.

For this reason we can never say such things
as “‘smoking does not cause cancer’’ or *‘smok-
ing marijuana does not lead to the use of other
drugs.”’ Instead, careful researchers say things
like, ‘““There is no evidence that shows . . . ”
This is a much more cautious but more accu-
rate way of putting things.

NAMES OF DRUGS

One of the more confusing aspects of drugs is
understanding their names because most drugs
have at least three names, and it is not always
apparent which name is being used at any given
time.

Chemical Name

All drugs have a chemical name. This is in for-
mal chemical jargon, and a chemist can usually
tell by looking at the name what the molecule
of the drug looks like. Here is the chemi-
cal name of a drug: ‘‘7-chloro-1,3-dihydro-
1-methyl-5- phenyl-2H-1, 4-benzodiazepin -2-
one.”” As you can see, it is full of chemical
terminology, letters, and numbers. The num-
bers refer to places where different parts of the
drug molecule are joined. Just to make things
more complicated, there are different conven-
tions for numbering these parts of the molecule.
This means that the same drug might have a
different name if a different convention is used.

Generic Name

Once a drug becomes established, its chem-
ical name is too clumsy and so a new, shorter
name is made up for the drug, the generic name
or nonproprietary name. The generic name for the
drug whose chemical name we just struggled
through is ‘‘diazepam.”” You can see that the
generic name bears some resemblance to the
chemical name. There are conventions for
making up generic names which are handy to
know because they are clues to the nature of the
drug. For example, most barbiturate drugs end
in ‘“al,”’ like *‘secobarbital,’” and most local an-
esthetics end in ‘“caine,”” as in ‘‘procaine.”’

For the most part, textbooks and scientific
discussions of drugs use the generic name as
does this book.

Trade Name

When a drug company spends many mil-
lions of dollars to invent and develop a new
drug, it can patent the drug for a number of
years so that no other company can sell it. The
drug company does not sell the drug under its
generic name. Instead, it makes up a new name
called the trade name or proprietary name. The trade
name for the drug we have been discussing is
“Valium.”’ After the patent expires, other com-
panies can sell the drug, or they can make it
under license from the owner of the patent, but
they frequently sell it under different trade

Research Design and Drug Dosages, Dose Response Curves, and Interactions 5



names. This means that there can be many dif-
ferent trade names for the same drug.

Because drug companies sell their products
under trade names, people in the medical
profession are most familiar with these names
and are most likely to use them. So if you are
given a prescription for a drug by a physician
and you are told the name of the drug, you may
not be able to find it listed in this or any other
text that goes by generic names. Trade names
can be distinguished from generic names be-
cause they are usually capitalized.

DESCRIBING DOSAGES

All of modern science uses the metric system
and drug doses are nearly always given in mil-
ligrams (mg). A milligram is 1/1000 of a gram
(there are a little over 28 grams in an ounce).
In research papers, doses are usually re-
ported in terms of milligrams per kilogram of
body weight, for example, 6.5 mg/kg. (A kg is
equal to 2.2 pounds.) If the same amount of a
drug is given to individuals of different sizes,
the drug will reach a different concentration in
the body of each individual. To ensure that the
drug is present in the same concentration in the
brains of all subjects or patients, different doses
are given according to body weight.
Reporting doses in this manner also helps

when comparing research on different species.
If you account for such other factors as meta-
bolic rate, a dose of 1.0 mg/kg in a mouse will
be comparable to a dose of 1.0 mg/kg in a rat.

Dose Response Curves

In order to get a true picture of the effect of
a drug it is usually necessary to give a range
of doses of the drug. The range should cover a
dose so low that there is no detectable effect and
doses so high that increases have no further ef-
fect. It is usual to plot the effect of this range
of doses on a graph with the dose indicated on
the horizontal axis and the effect on the vertical
axis. This type of figure is called a dose response
curve (DRC). Figure 1-1 gives a typical DRC.
It shows the effect of caffeine on the mouse’s
rate of responding on an FI schedule.

Note that the scale on the horizontal axis is
graduated logarithmically. It is generally found
that a small change in low doses can have a big
effect, but an equally small change in a large
dose has no effect. Plotting doses on a log scale
allows a wide range of doses to be reported and
permits greater precision at the low end of the
dosage range. Log scales became common when
it was found that many physiological effects of
a drug showed up as a straight line when plot-
ted on a log scale.

In the example just used, the drug effect was
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a measure of response rate, but there are other
types of DRCs where the effect is a discrete bi-
nary variable rather than a continuous one. For
example, we could not use this type of curve if
we wanted to report a DRC for effectiveness of
a drug as an anesthetic. Subjects are either an-
esthetized or they are not. If the vertical axis
simply read ‘‘yes’’ or “‘no,’’ this would not give
us any sort of a curve. When a binary variable
is used, DRCs are constructed differently.

This sort of research is handled by working
with groups of subjects. Each group is given a
different dose of the drug and the percent of
subjects in each group that shows the effect is
then plotted. An example of this sort of DRC
is given in Figure 1-2. This hypothetical ex-
periment is designed to establish the DRC for
loss of consciousness and the lethal effects of a
new drug, endital. In this experiment there are
twelve groups of rats. Each group is given a dif-
ferent dose of endital starting from 0.0 mg/kg,
a placebo, to 110 mg/kg. The vertical axis of
the graph shows the percentage of rats in each
group that showed the effect. The first curve
shows how many rats lost consciousness and the
second curve shows the percentage of rats in
each group that died.

ED,, and LD;,. A common way of describ-
ing these curves and comparing the effective-
ness of different drugs is by the EDs,. The ED;,

is the median effective dose, that is, the dose that
i1s effective in 50 percent of the individuals
tested. The EDs, for losing consciousness for
endital in Figure 1-2 is 40 mg/kg. By checking
the next curve you can see that the dose that
killed 50 percent of the rats was 80 mg/kg. This
is known as the median lethal dose or the LD,

Drug Safety. When new drugs are being de-
veloped and tested it is common to establish the
LD,, and the ED;, to give an idea of the safety
of a drug. Obviously, the further the lethal dose
is from the effective dose, the safer the drug.
The therapeutic index (TT) is sometimes used to
describe the safety of a drug. This is the ratio
of the LD, to the ED;y; TI=LD;/ED,,. The
higher the index the safer the drug.

DRUG INTERACTIONS

When two drugs are mixed together, their ef-
fects can interact in several ways. If the effects
of one drug diminish the effect of another this
is called antagonism. Drug antagonism is estab-
lished by plotting two DRCs, one for the drug
alone and a second for the drug in the presence
of the other drug. If the DRC is shifted to the
right by adding the new drug then this indicates
antagonism between the drugs.

If adding the new drug shifts the DRC to the
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left, this indicates the drugs have an additive
effect. If drugs have an effect together that is
greater than you might expect simply by adding
their effects, this is called a super additive effect
or potentiation. It is not always obvious whether
a drug interaction is additive or super additive,
but there is one situation where the distinction
is clear. If one drug has no effect alone, but it
increases the effect of a second drug, this is
clearly potentiation.

Careful determination of how drugs interact

can tell us a great deal about the mechanism of

drug action. For example, if we give a drug that
is known to block a certain type of receptor and

we find that it antagonizes a specific effect of

another drug, then we can guess that the second
drug probably interacts with that type of recep-
tor to produce that effect (see chapter 4).

CHAPTER SUMMARY

1. Scientific experiments consist of an in-
dependent variable that is manipulated by
a researcher and a dependent variable
that is measured. The aim of research is
to determine whether changes in the in-
dependent variable cause changes in the
dependent variable. In most experimen-
tal research in behavioral pharmacology,
the independent variable is the presence
of drug in the body and the dependent
variable is a change in behavior.

2. To determine whether a drug has an ef-
fect on behavior, a comparison must be
made between behavior when the drug
has been given and behavior when the
drug was not given. In other words, every
experiment must have a control. In order
to make this comparison, researchers can
compare the behavior of a subject given
the drug with behavior of the same sub-
ject not given the drug. This is a within-
subject control design. Another alter-
native is to compare the behavior of a
subject given a drug with a different sub-
ject not given the drug. This is a between-
subject control design.

3. A within-subject control design has the
advantage that it can eliminate any error
effects due to variations in subjects, and

it usually uses fewer subjects. The dis-
advantage of the within-subject design is
that it generally takes longer and cannot
be used to study behavior that changes
systematically over time.

. The advantages of the between-subject

design are that it can be used to study be-
haviors that change when repeated and
it can often be faster. The disadvantages
are that error can be introduced by dif-
ferences in individual subjects, and this
usually means that large groups of sub-
jects must be used.

In most experiments, differences are
found between experimental and control
conditions. These differences may be
large or very small. In order to determine
whether the differences mean anything,
a statistical test is often used. Statistical
tests tell the researcher how frequently
there would be differences as large as in
the experiment if there was no effect of
the drug and all differences were due to
chance alone. If differences observed
would be expected by chance less than
5 times in 100 (p < .05), it is presumed
that the differences are due to the drug,
not chance.

. Treatment of control subjects in an ex-

periment should be as similar as possible
to treatment of experimental subjects. For
this reason control subjects are usually
given a placebo, an inactive substance
administered exactly the same way as the
drug. This controls for differences due to
the act of drug administration.

. Most drug experiments, especially with

human subjects, should be conducted in
a double-blind manner: neither the sub-
jects nor the researchers themselves
should be aware of which subjects are in
the control group and which are actually
receiving the drug. This controls for both
placebo effects and experimenter bias ef-
fects.

. In nonexperimental drug research, the

aim is to find a relationship between two
measured variables: the researcher does
not manipulate any variables. The dis-
advantage of nonexperimental research
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