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Preface

Outline of book

This book is an introductory text in the field of quantitative analysis of computer and
communication system performance. Knowledge of elementary probability- theory
and simple stochastic processes is used, but the material is also briefly outlined in
the early chapters. Although no knowledge of queueing theory is assumed, a number
of aspects which only receive passing mention in other books will make this a useful
reference book for the professional as well as a student text.

The first chapter introduces Kendall’s (extended) notation for describing
queueing systems, and sample path arguments that lead to Little’s result, which re-
lates queue lengths to arrival rates and waiting times. Various queueing disciplines
are discussed qualitatively. The elements of probability theory are reviewed in the
second chapter. This should be an element of revision for the student, since it is by
no means a full introduction to the theory but covers all that is needed for this book.
Chapter 3 gives a brief introduction to the theory of stochastic processes, in partic-
ular Markov processes, which play a central role in the analyses presented in later
chapters. Little’s theorem is proved more formally.

The body of the book starts in chapter 4, with simple queues. A/ /M /1 queues
are examined in detail, starting with the time dependent formulation, and then lead-
ing on to the steady state solution. Generalisations such as the machine-repairman
problem and the finite source queue are considered. Simple discrete time queues
are also considered. The next chapter treats queues in which the service times can be
generally distributed, and three different approaches are used to derive the Pollaczek-
Khintchine formula. The following chapter treats systems which are unrel;able, and
have servers that break down and can be repaired. This study involves non-trivial ma-
nipulations of the generating functions and is perhaps the simplest system in which
such calculations arise naturally. Priority queues, in which some jobs have prior-
ity over others form the subject of chapter 7. Both preemptive and non-preemptive
priorities are considered. Kleinrock’s conservation law, which provides a measure
of the cost of different priority assignments, is proved. The next chapter uses the
Laplace transform to evaluate busy period distributions. These non-trivial manipu-
lations of Laplace transforms also allow waiting time distributions to be found for
several different scheduling disciplines.

Chapter 9 considers multiserver Markovian queues. The analysis of A /A /1
queues is extended to M /M /c queues, and taken to the limit as a study of M /M /oo
queues. A number of two server systems with unusual characteristics are analysed.

X1i
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Systems in which the two servers have different speeds are studied, and also systems
in which the second server becomes available only after a delay. Multiserver priority
systems are analysed.

Chapter 10 looks at networks of queues. The effect of connecting the output
of one queue as the input to another is investigated. The ideas of local balance and
time reversibility allow a large class of networks to be analysed. Solutions to net-
works in this class have the property known as product form, since the steady state
probability of a network state is the product of the steady state probabilities of the
nodes in the network considered in isolation. The following chapter examines some
of the elegant algorithms for computing various performance metrics for networks
of the product form class. We examine some of these and discuss their limitations.
Chapter 12 treats approximation techniques based on product form solutions, and
derives a number of bounds on throughput and delay which can be calculated more
cheaply than full solutions.

Numerical methods for the solution of queueing problems form the subject
of the next chapter. These include Gaussian elimination on the balance equations,
eigen-analysis of the transition matrix, and Courtois type decomposition methods.
Finally, a chapter on local area network performance is included.

Most chapters contain exercises which may aid understanding. Each chapter
has a bibliography, giving the sources for the techniques described, and suggestions
for further reading. I have endeavoured to reference only widely available journals
and books, rather than technical reports, even when these are in fact the original
publication.

The book is designed to be suitable for final year undergraduates in com-
puter sciences, or conversion course MSc students. It will also find use in electrical
engineering courses on communication systems analysis, and in mathematics depart-
ments as a source of examples in the field of operations research.

Prerequisites for the study of this book are an introductory course in probabil-
ity theory, such as is given to most science and engineering students. An understand-
ing of both discrete and continuous distributions is required, along with the elemen-
tary properties of generating functions, distribution and density functions, Laplace
transforms, and moments. The necessary material is briefly covered in chapters 2
and 3.
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Chapter 1

Introduction

Computer and communication systems are expensive resources, and it is important
that the most efficient use is made of them. Although the necessity to keep the CPU
active as much as possible is perhaps less important today, the increasing use of
sophisticated communications systems has led to many demands to share scarce
resources. It is important to be able to quantify the performance of systems both
existing and at the design stage, so that cost/benefit type of analyses can be used to
choose between design alternatives.

This book is an introduction to the performance modelling of computer and
communication systems. We shall be examining such questions as:

1. How much buffer space should be provided for users’ input?

2. Will adding a second CPU to the system be more effective than upgrading the
current CPU to a higher speed one?

3. What response time can we expect to simple queries on the database?

4. How many processes will be waiting for execution on average?

5. What retransmission policy will optimise throughput in a CSMA local area net-
work?

There are three approaches to this type of problem. First, the system can be built, or
modified, and then measured. If the measurement is performed while a standard set
of tasks is running, this technique is known as benchmarking. This has the advantage
that performance estimate is perfectly accurate. No errors have been introduced that
are not there in the real system. The disadvantages of benchmarking are the cost and
inflexibility of the technique. It will be expensive to acquire new equipment just for
the purposes of evaluation. Even if it can be borrowed, there will be expense involved
in configuring software to use the new equipment. Each benchmark will usually run
for a fairly long period in order that its measurements are statistically reliable. If
there are a large number of design alternatives, it will be very time consuming to
investigate them all.

The second approach is to build a simulation model of the system. This model
can be validated against the existing system and then altered to reflect the proposed
modifications. In common with benchmarking, simulation is an experimental sci-
ence; parameters are changed and then the benchmark is performed again or the



2 Introduction

simulation model is rerun and the performance measured. Simulation models have
the property that arbitrary levels of detail can be included. This is both an advantage
and a disadvantage. The advantage is that any system feature can be included, to
see if that feature has an impact on system performance. The major disadvantage is
that there is a great temptation to include many features of the real system in the
simulation model, which while adding to realism, also add to the running time of the
model and hence the cost of the performance study.

This book deals only with the third approach to performance evaluation and
prediction. A mathematical model of the system, or of parts of it, is constructed. This
model can then be validated in the same way as a simulation model. After validation,
changes to the system can be evaluated by changing appropriate model parameters
and reevaluating the model solution. The expense here is in the time of the skilled
modeller to construct a model which can both be solved and capture the significant
behaviour of the system.

Although computers are completely deterministic machines, our analyses
will use the theory of probability extensively. In fact, computer performance mod-
elling has been one of the driving forces behind many recent advances in applied
probability theory, particularly in the field of queueing theory. There are two reasons
why we use probability theory so extensively. First, many of the processes involved
are inherently random. For example, the time that a user takes to type a line of in-
put will vary dramatically depending on their skill as a typist, the complexity of
response expected, and many other factors. Similarly, the successful transmission of
a packet in a computer network is a random event since there is a chance that there
will be some interference with the communication, and it will need to be retransmit-
ted. Secondly, it is more convenient. Even if we had complete knowledge of all the
times involved at each stage of each process, the size of the data needed as input
to the model would be extremely large, and, perhaps more importantly, the results
and conclusions that we could draw would be needlessly specific. By representing
the essential characteristics of the system with a few parameters we can evaluate the
performance and hope to demonstrate the effects of changes in the parameter values.

1.1 History

The application of probability theory to these problems goes back to 1917 and the
Danish engineer A.K. Erlang, who analysed the behaviour of simple queues to assist
him in designing telephone exchanges. This telephonic flavour continued until the
mid 1960s when the first analysis of a computer time-sharing system was undertaken
by Scherr.

Many of the problems that we shall investigate are approached using some
aspects of the theory of queues. This theory has been developed over the last seventy
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years, and extensively so in the last twenty years. The literature is vast, with com-
prehensive bibliographies having over nine hundred entries in the early 1960s. We
shall only touch on some of the simpler aspects of the theory. Over the last twenty
years the field has blossomed, and now has several journals devoted exclusively to
research papers on the subject.

1.2 Performance measures

There are many reasons why we may wish to calculate the performance of our sys-
tems, but for the most part long run costs and revenues are the interests of man-
agement. Freak occurrences that happen only in peculiar circumstances are of little
interest. We will be examining the long run performance of systems. The notion of
statistical equilibrium or steady state will often be used. This does not necessarily
mean that the system behaves in a particularly ‘steady’ manner, but that the probabil-
ities of the system being in a particular state have settled down and are not changing
with time.

When a user submits a job to a system, the question that usually needs to
be answered is ‘How long before I have my answers?’ Customer waiting time and
its distribution is one of our main interests. Sometimes, particularly when priority
queues are under consideration, we shall want the waiting time conditioned on the
service requirement of the customer. The management of the system will be inter-
ested in the number of jobs waiting — since they must be stored somewhere — the
throughput of the system, how many jobs it can process in unit time, indicates the
rate at which revenue will be generated if a charge is made to each job using the
system. The utilisation of the system, the proportion of the time that the system is
idle, gives some indication of the scope for increasing throughput and hence revenue,
without increasing the resources committed. Note that an increase in throughput may
only be possible at the expense of increased delay to customers. The distribution of
the lengths of idle and busy periods may also be of interest to the management.

1.3 Notation

A queueing system can be described in terms of six component parts.

1. The arrival process: a stochastic process describing how jobs arrive in the system
from the outside world.

2. The service process: a stochastic process describing the length of time that a
server will be occupied by a job.

3. The number of servers and their rates of service.



