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Preface

The aim of this book is to introduce the concepts and ideas involved in
problem solving with Fortran 77 using an interactive timesharing computer
system. The book tries to achieve this using the established practices of
structured and modular programming. Two techniques of problem solving,
so-called top-down and bottom-up are also introduced.

The book has been developed from a one week full-time course on
programming, given several times a year at Imperial College to a variety of
students, both undergraduate and postgraduate. The course itself is a
mixture of

e Lectures
e Tutorials
e Terminal sessions
¢ Reading

All work on the course is done in small groups, and the students have the
option of working in pairs. Initially, students are shy about showing their
ignorance, but quickly overcome this and learn a lot by helping one another
out and articulating their problems. This is regarded as an essential part of
the course.

The student is assumed to complete a minimum number of the problems.
Experience on courses over several years has shown the authors that oniy by
completing problems fully does the student get a realistic idea of the process
of problem solving using a programming language. It is therefore
recommended that all problems attempted are completed. Certain of the
problems are used as a basis for further development in the course. This
helps to reinforce the ideas of problem solving introduced earlici.

The authors are pleased to provide more details of the course to interested
parties.
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Introduction to computing

‘Don’t Panic’
Douglas Adams, ‘The Hitch-Hiker’s Guide to the Galaxy’
Aims
The aims of this chapter are to introduce the following:—
 the components of a computer — the hardware

 the component parts of a complete computer system — the other
devices that you need to do useful work with a computer

« the software needed to make the hardware do what you want
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A computer

Introduction to computing Chapter 1

A computer is an electronic device, and can be thought of as a tool, like the
lever or the wheel, which can be made to do useful work. At the
fundamental level it works with bits (binary digits or sequences of zeros and
ones). Bits are often put together in larger configurations, e.g. 6, 8, 16, 32,
60, or 64. Hence computers are often referred to as 8-bit, 16-bit, or 60-bit
machines. Most computers consist of the following:—

CPU

MEMORY

This is the heart of the computer. CPU stands for central
processor unit. All of the work that the computer does is
organised here.

The computer will also have a memory. Memory on a
computer is a solid state device that comprises a collection of
bits/bytes/words that can be read or written by the CPU. A
byte is generally 8 bits (as in ‘8-bit bytes’), and a word is
most commonly accepted as the minimum number of bits
that can be referenced by the CPU. This referencing is
called addressing . The memory typically contains programs
and data. The following diagram illustrates the two ideas of
address and contents of the memory at that address.

[ | memory !
laddress! Icontents!
! ! ! !
| lhello !
! Ithis |
| lis !
! Isome |
| Itext !
I |
I I
I I

S oW L o

|
|
|
|
!
[ [
Lo !
I 100 !

The cemmon word size for a micro-computer is 8 or 16 bits,
for a mini 16 or 32 bits and for a mainframe 32, 60 or 64
bits. A computer memory is often called random access
memory, or RAM. This simply means that the access time
for any part of memory is the same; in order to examine
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location (say) 97, it is not necessary to first look through
locations 1 to 96. It is possible to go directly to location 97.
A slightly better term might have been ‘access at random’.
The memory itself is highly ordered.

A bus is a set of connections between the CPU and other
components. The bus will be used for a variety of purposes.
These include control signals to switch parts of the system on
or off; address signals which tell the memory which words
are wanted next; data lines which are used to transfer data to
and from memory, and to and from other parts of the
computer system etc. This is typical of many systems, but
systems do vary considerably; while the information above
may not be true in specific cases, it provides a general
model.

A diagram for the constituent parts of a ‘typical’ computer is given below.

data
bus

|
I CPU | <—— > input/output (i/o0) devices
| |
| |
| |
! | address
| | bus
| |
1 |
MEMORY

The components of a computer system

So far the computer we have described is not sufficiently versatile. We
have to add on other pieces of electronics to make it really useful.

Disks

These are devices for storing collections of bits. One
advantage of adding these to our computer system is that we
can go away, switch the machine off, and come back at a
later time and continue with what we were doing. The
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memory of a computer is expensive and fast whereas a disk
is slower but cheaper. Most computer systems balance
speed against cost, and have a small memory in relation to
disk capacity.

Tapes These are slower than disks but cheaper, generally. They
vary from ordinary, domestic cassettes used with micros to
very large drives found on most mainframe systems. These
devices are used for storing large quantities of data.

Others There are a large number of other input and output devices.
These vary considerably from system to system depending on
the work being carried out. Most large computer systems
have card readers and line-printers whilst other installations
may have more sophisticated i/o devices, e.g. plotters for
drawing graphs and photo-typesetters for the production of
high quality printed material.

The most important i/o device is the terminal. This book has been written
assuming that most of your work will be done at a terminal. Terminals tend
to come in two main types — those which have a visual display screen, a
vdu and those which operate rather like a typewriter, and type out onto a
roll of paper (tele-typewriter or fty). In either case you communicate
through the keyboard. This looks rather like an ordinary typewriter
keyboard, although some of the keys are different. However, the location of
the letters, numbers and common symbols is fairly standard. Don’t panic if
you have never met a keyboard before. You don’t have to know much more
than where the keys are. Even professional programmers seldom advance
beyond the stage of using two index fingers and a thumb for their typing.
You will find that speed of typing is rarely important, it’s accuracy that
counts.

One thing that people unfamiliar with keyboards often fail to realise is that
what you have typed in is not sent to the computer until you press the
carriage return key. To achieve any sort of communication you must press
that key; it will be somewhere on the right hand side of the keyboard, and
will be marked ‘return’, ‘c/r’, ‘send’, ‘enter’, or something similar.

Software

So far we have not mentioned software. Software is the name given to the
programs that run on the hardware.
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Programs are written in /anguages. Languages are commonly divided into
two categories; high-level and low-level. A low level language (e.g.
assembler) is closer to the hardware, while a high level language (e.g.
Fortran) is closer to the problem statement. There is typically a one to one
correspondence between an assembly language statement and the actual
hardware instruction. With a high level language there is a one to many
correspondence; one high level statement will generate many machine level
instructions.

A certain amount of general purpose software will have been written and
distributed by the manufacturer. This software will typically include the
basic operating system, several compilers, an assembler, an editor, and a
loader or link editor.

A compiler translates high level statements into machine
instructions;

An assembler translates low level or assembly language statements
into machine instructions;

An editor makes changes to another program.

A loader or link editor takes the output from the compiler and
completes the process of generating something that can be executed
on the hardware.

These programs will vary considerably in size and complexity. Certain
programs that make up the operating system will be quite simple and small
(like copying utilities), while certain others will be very large and complex
(like a compiler).

In this book we concentrate on software or programs that you write for your
course, research, or work. As the book progresses you will be introduced to
ways of building on what other people have written, and how to take
advantage of the vast amount of software already written, tested and
documented.

Operating systems

There are generally a variety of operating systems available for a particular
computer. The choice of operating system will depend on the kind of work
that the computer system has to do. A timesharing operating system is one
of the best for general purpose problem solving. These systems allow tens or
even hundreds of users to use the system simultaneously. Rapid feedback is
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possible, and you can model complex systems, interact with the model, and
even change the model, sometimes in a matter of minutes. It is also possible
to set up a problem quickly and have it run as a background process, whilst
you work on another aspect of the problem.

Problems

1. Distinguish between a memory address and memory contents.

2. What does RAM stand for?

3. What would a WOM (write only memory) do? How would you use it?

4. What does CPU stand for? What does it do?
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Introduction to problem solving

Aims
The aims here are toi—
e introduce the idea of an algorithm

« introduce two ways of approaching algorithmic problem solving —
top-down and bottom-up

« show the difference between the two with a concrete example

« stress the need for pencil and paper study before using a terminal
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Algorithms

An algorithm is a sequence of steps that will solve part or all of a problem.
One of the most easily understood examples of an algorithm is a recipe.
Most people have done some cooking, if only making toast and boiling an

egg!

A recipe is a sequence of things to be done. There is an order to be
followed. There is no point serving up the vegetables if they have not been
prepared or cooked. However certain things can be done in any order — it
may not make any difference if you prepare the potatoes before the carrots.

There are two common ways of approaching problem solving, using a
computer. They both involve algorithms , but are very different from one
another. They are called top-down and bottom-up.

In a ‘top-down’ approach the problem is first specified at a high or general
level — prepare a meal. It is then refined until each step in the solution is
explicit and in the correct sequence, e.g. peel and slice the onions, then
brown in a frying pan before adding the beef. One draw-back to this
approach is that it is very difficult to teach to beginners because they rarely
have any idea of what ‘primitive’ tools they have at their disposal. Another
drawback is that they often get the sequencing wrong, e.g. ‘now place in a
moderately hot oven’ is frustrating firstly because you may not have lit the
oven (sequencing problem), and secondly because you may have no idea
how hot ‘moderately hot’ really is. However as more and more problems are
written it becomes one of the most effective methods for programming.

Bottom-up is the reverse to top-down(!). As before you start by defining the
problem at a high level (prepare a meal). However, now there is an
examination of what tools are available to solve the problem. This method
lends itself to teaching since a repertoire of tools can be built up and more
and more complicated problems can be tackled. Thinking back to the
recipe, there is no point trying to cook a 6 course meal if the only thing that
you can do is boil an egg and open a tin of beans. The bottom-up approach
has advantages for the beginner. However, there may be a problem when
no suitable tool is present. One of the authors learned how to make
Bechamel sauce, and was so pleased by his success that every other meal
had a course with Bechamel sauce. Try it on your fried eggs one morning.
Here was a case of specifying a problem ‘prepare a meal’, and using an
inappropriate but plausible tool ‘Bechamel sauce’.



