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Preface

This volume contains the proceedings of the 8th International Conference on
Coordination Models and Languages, Coordination 2006. This year the confer-
ence was part of a set of federated conferences named DisCoTec 2006, held in
Bologna in June 2006. It was held in the series of successful conferences whose
proceedings were also published in LNCS, in volumes 1061, 1282, 1594, 1906,
2315, 2949, and 3454. '

The conference was born in 1996, as a forum for researchers working on
programming models, formalisms, and platforms for describing or supporting
concurrent and distributed computations. Contemporary information systems
increasingly rely on combining concurrent and distributed, and now also mobile,
reconfigurable and heterogeneous components. New models, architectures, lan-
guages, and verification techniques are necessary to cope with the complexity in-
duced by the demands of today’s software industry. Coordination languages have
emerged as a successful approach, in that they provide abstractions that cleanly
separate behavior from communication, thereby supporting modular design, sim-
plifying reasoning, and ultimately enhancing software development. Research on
coordination models and languages is still playing a crucial role in addressing
the technological concerns of widely distributed applications and services.

We received 50 submission. All papers were reviewed by four reviewers. The
Program Committee used a tool for collaborative conference management to
select 18 regular papers. The Program Committee invited Chris Hankin and
Pierpaolo Degano to give talks.

The conference and this volume would not have been possible without the
intellectual contributions of all the authors, the careful reviews and advice by
members of the Program Committee, and the additional referees who helped
us to evaluate the papers. We thank Gianluigi Zavattaro, the General Chair of
DisCoTec 2006, for his helpful support with the conference management system.

April 2006 Paolo Ciancarini
Herbert Wiklicky
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Stochastic Reasoning About
Channel-Based Component Connectors

Christel Baier! and Verena Wolf?

! Universitit Bonn, Germany
baier@cs.uni-bonn.de
2 Universitit Mannheim, Germany
wolf@informatik.uni-mannheim.de

Abstract. Constraint automata have been used as an operational model for com-
ponent connectors that coordinate the cooperation and communication of the
components by means of a network of channels. In this paper, we introduce a
variant of constraint automata (called continuous-time constraint automata) that
allows us to specify time-dependent stochastic assumptions about the channel
connections or the component interfaces, such as the arrival rates of communica-
tion requests, the average delay of enabled I/O-operations at the channel ends or
the stochastic duration of internal computations. This yields the basis for a perfor-
mance analysis of channel-based coordination mechanisms. We focus on compo-
sitional reasoning and discuss several bisimulation relations on continuous-time
constraint automata. For this, we adapt notions of strong and weak bisimula-
tion that have been introduced for similar stochastic models and introduce a new
notion of weak bisimulation which abstracts away from invisible non-stochastic
computations as well as the internal stochastic evolution.

1 Introduction

Coordination models and languages provide a formalization of the glue-code that binds
individual components and organizes the communication and cooperation between
them. In the past 15 years, various types of coordination models have been proposed
that they yield a clear separation between the internal structure of the components and
their interactions. See e.g. [19, 24, 13,25, 15].

The purpose of this paper is to introduce an operational model for reasoning about
stochastic properties of coordination languages similar to the approaches of Priami [27]
and Di Pierro et al. [16]. In contrast to these approaches our focus is on exogenous
channel-based coordination languages, such as Reo [2] (see also [5,29,1,17,14]) and
stochastic models with nondeterminism. The rough idea of Reo is that complex com-
ponent connectors are synthesized from channels via certain composition operators,
thus yielding a network of channels (called Reo connector circuit) that coordinates the
interactions between the components. An operational semantics of Reo connector cir-
cuits has been provided by means of constraint automata [4]. These are variants of
labelled transition systems and encode the configurations of the network by their states
and the possible data flow at the ports of the components and the nodes “inside” the
network by their transitions. Extensions of constraint automata have been presented in
[3] to study real-time constraints of component connectors and in [6] to reason about

P. Ciancarini and H. Wiklicky (Eds.): COORDINATION 2006, LNCS 4038 pp- 1-15, 2006.
(© Springer-Verlag Berlin Heidelberg 2006



2 C. Baier and V. Wolf

channels with a probabilistic effect. The latter approach is time-abstract and deals with
discrete probabilities, e.g., to model the faulty behaviours of buffered channels that
might loose or corrupt stored messages, while the former approach focusses on a purely
timed setting, e.g., to reason about hard deadlines, but does not deal with probabili-
ties. The contribution of this paper is orthogonal to the extensions proposed in [3, 6] as
it introduces a stochastic variant of constraint automata where transitions might have a
certain delay according to some probability distribution over a continuous time domain.
This model, called continuous-time constraint automata (CCA for short), combines the
features of ordinary constraint automata with the race conditions in continuous-time
Markov chains. CCA are close to interactive Markov chains (IMCs), which have been
introduced by Hermanns [20] for specifying reactive systems with internal stochastic
behaviours. CCA can be used — as ordinary constraint automata — to formalize the step-
wise behaviour of the interfaces of the components and the channels connecting them,
as well as an operational model for the composite system. In addition, CCA provide
the possibility to specify, e.g., the average rate of communication requests of a certain
component or the mean time that have to be passed between two consecutive 1/O oper-
ations at a certain channel. Thus, CCA yield a simple and intuitive model that allow for
a performance analysis of channel-based coordination mechanisms.

In this paper, we concentrate on compositional reasoning by means of bisimula-
tion relations on CCA. We first consider strong and weak bisimulation, that have been
introduced for interactive Markov chains [20]. These notions adapted to CCA yield
equivalences that are congruences for the two basic operators (product and hiding) for
generating the CCA for a complex component connector out of the CCA for its chan-
nels and the component interfaces. Furthermore, we introduce a new notion of weak
bisimulation, called very weak bisimulation which abstracts away from the stochastic
branching behaviour and cumulates the effect of sequences of stochastic transitions.
Very weak bisimulation equivalence is coarser than weak bisimulation equivalence, but
preserves the probabilities for trace-based linear time properties and can be checked in
polynomial-time.

Organization. Section 2 recalls the basic concepts of ordinary constraint automata.
CCA and a product and hiding operator on CCA are introduced in Section 3. Section 4
deals with bisimulation relations on CCA. Section 5 concludes the paper. Due to length
restrictions, proofs for the theorems are omitted. They can be found in the full version
(see http://pi2.informatik.uni-mannheim.de/HomePages/vwolf/cca.ps).

2 Constraint Automata

This section summarizes the basis concepts of constraint automata [4] and their use as
operational model for channel-based component connectors. Constraint automata, CA
for short, are variants of labelled transition systems where transitions are augmented
with pairs (N, g) rather than action labels. The states of a constraint automata stand
for the network configurations, e.g., the contents of the buffers for FIFO channels. The
transition labels (N, g) can be viewed as sets of I/O-operations that will be performed
in parallel. More precisely, N is a set of nodes in the network where data-flow is ob-
served simultaneously, and g is a boolean condition on the observed data items. Thus,
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transitions going out of a state g represent the possible data-flow in the corresponding
configuration and its effect on the configuration.

Data assignments and data constraints. CA use a finite set A/ of nodes. The nodes
can play the role of input and output ports of components, but they can appear outside
the interfaces of components as “intermediate” stations of the network where several
channels are glued together and the transmission of data items can be observed. For the
purposes of this paper, there is no need to distinguish between write and read operations
at the nodes. Instead CA only refer to the data items that can be “observed” at a node.
Throughout the paper, we assume a fixed, non-empty and finite data domain Data con-
sisting of the data items that can be transmitted through the channels. A data assignment
for N C A means a function & : N — Data. We write 8.A for the data item assigned to
node A € N under § and DA (N) for the set of all data assignments for node-set N. CA use
a symbolic representation of data assignments by data constraints which mean proposi-
tional formulae built from the atoms “ds = dp”, ”ds € P” or “ds = d” where A, B are
nodes, dy4 is a symbol for the observed data item at node A and d € Data, P C Data. The
symbol = stands for the obvious satisfaction relation which results from interpreting
data constraints over data assignments. Satisfiability and logical equivalence = of data
constraints are defined as usual. We write DC(N) to denote the set of satisfiable data
constraints using only the symbols dy for A € N, but not dg for B € AL\ N.

Constraint automata (CA) [4]. A CA is a tuple 4 = (Q, N,—, Qo) where Q is a set
of states, also called configurations, A\ a finite set of nodes, Qo C Q the set of initial
states and — a subset of Uycq @ X {N} x DC(N) x Q, called the transition relation.

We write g 5g p instead of (¢,N,g,p) € — and refer to N as the node-set and
g the guard. Transitions where the node-set N is non-empty are called visible, while
transitions with the empty node-set are called hidden. Each transition represents a set of
possible interactions given by the transition instances that result by replacing the guard
g with a data assignment 8 where g holds. The intuitive behaviour of a CA is as follows.

’ s s ; ; N,§
The automaton starts in an initial state. If the current state is g then an instance g ——
p of the outgoing transitions from q is chosen, the corresponding I/O-operations are
performed and the next state is p. If there are several outgoing transitions from state g
the next transition is chosen nondeterministically. A formalization of the possible (finite
or infinite) observable data flow of a constraint automaton is obtained by the notion of a
run. A run in 4 denotes a (finite or infinite) sequence of consecutive transition instances

q0 No.Bg q1 M8y 9 Na.dy ... where gg € Qp. For finite runs we require that the last state
q does not have an outgoing hidden transition. This can be understood as a maximal
progress assumption for hidden transitions, i.e., steps that do not require any interaction
with the environment.

{AYdy=d

{B} dg=d
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The picture above shows a CA for a FIFO1 channel with the node-set A = {A,B}
and Data = {0, 1}. Node A serves as input port where data items can be written into the
channel, while node B can be regarded as an output port where the stored data element
is taken from the buffer and delivered to the environment.

State “empty” stands for the configuration where the buffer is empty, while state
pa encodes the configuration where d is stored in the buffer. Often, we use simplified
parametric pictures for CA with meta symbols for data items as in the right of the picture
(and formally explained in [4]).

For another example, we regard a simple system consisting of a producer and a con-
sumer which are linked via a synchronous channel for transmitting the generated prod-
ucts from the producer’s output port B to the consumer’s input port C.

A B C D
—*¢ producer consumer $——*

We model both components (producer and consumer) and the synchronous channel
BC by CA. Parametric pictures are shown below. We assume here that the producer is
activated by obtaining an input value d from the environment at its input port A. It then
generates a certain product f(d) which is synchronously delivered to the consumer.
After having received e = f(d), the consumer starts the consume-phase and finally
sends a signal via output port D to the environment. We assume here that the value send
off at D is arbitrary, that is, we deal with the valid guard true (which is omitted in the
picture).

Product. To obtain a constraint automata for the composite producer-consumer-system,
we apply a product construction to the three CA. The product of two CA 4, = (01, AL,
—1, Qo.1) and A = (02, Nz, —2,Q0,2) is defined as follows. 4; > A, is a CA with
the components (Q1 x Q2, Aj U2, —, Qo,1 X Qo2) where — is given by the follow-
ing rules:

N, Na,
o If g1 =& p1, g2 =52 pa, NN A = N, NAG # 0 then (g1,42
provided that g A g2 is satisfiable.

o If g ‘n p1 where NN A, = 0 then (q1, qz) = (p1,qn).
olf g —#2 p2 where NN A} = 0 then (ql,q2> (ql,p2>

The former rule expresses the synchronization case which means that both automata
have to “agree” on the I/O-operations at their common nodes, while the I/O-operations
at their individual nodes is arbitrary. The latter two rules are in the style of classical
interleaving rules for labelled transition systems. They formalize the case where no
synchronization is required since no common nodes are involved. A parametric picture
for the product of the CA of the producer, the consumer and the synchronous channel
BC has the following form:

NIUN2,g1N\82
y————>4p1, 2}
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produce(d”)
consume(f(d))

Hiding. Another operator that is helpful for abstraction purposes and can be used in Reo
to built components from networks by declaring the internal structure of the network as
hidden (i.e., invisible for the environment) is the hiding operator. It takes as input a CA
A= (Q,N,—,Qo) and a non-empty node-set M C AL. The result is a CA hide(2, M)
that behaves as 4, except that data flow at the nodes A € M is made invisible. Formally,
hide(4,M) = (Q, N|\ M,—wu,Qom) where

q L’g»M p iff there exists a transition g Mg, psuch that N =N\ M and g = IM([g].

M (g] stands short for Vscpaa) glda/S.A | A € M), where g[ds/3.A | A € M] denotes
the syntactic replacement of all occurrences of dy in g for A € M with 8.A. Thus, 3M(g]
formalizes the set of data assignments for N = N \ M that are obtained from a data
assignment & for N where g holds by dropping the assignments for the nodes A € NNM.
For example, hiding nodes B and C in the CA A for the producer-consumer system
yields a CA 4’ = hide(4, {B,C}) with node-set {A,D}. A" has the same structure as
4, the only difference being that the { B, C}-transition in A becomes a hidden transition
in 4.

3 Continuous-Time Constraint Automata

We now present a stochastic extension of constraint automata that yields the basis for
a performance analysis of channel-based component connectors, e.g. to reason about
expected response times, the average number of messages that are stored in a buffer of
a FIFO channel, the stochastic long-run behaviour or verifying soft deadlines such as
“there is a 95% chance to obtain a message at input port B within 10 time units after
having sent a request from output port A”. Continuous-time constraint automata (CCA
for short) rely on the assumption that hidden transitions are performed as soon as pos-
sible, while enabled I/O-operations at (non-hidden) nodes can occur at any moment or
even can be refused. The idea is that the environment might connect to the non-hidden
nodes and might either agree to perform a communication immediately, might cause a
delay of a certain communication or might even be not willing to cooperate. CCA are
most in the spirit of interactive Markov chains (IMC) that have been introduced by Her-
manns [20] and that are closely related to continuous-time Markov decision processes
[28]. As in IMCs we have two types of transitions:

, " - N.g . . ;
e interactive transitions ¢ —> p as in ordinary constraint automata, and

e Markovian transitions q LA p where A is a positive real number, called rate.
The interpretation of the rates is as in continuous-time Markov chains, see e.g. [22],
i.e., with probability 1 — e M the delay of a Markovian transition with rate A is less
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or equal ¢. If there are two or more outgoing Markovian transitions from g and no
interactive transition is taken from g then the transition with the least delay (i.e., the
transition that is enabled first) will fire. Note that rates and average delays are dual in
the sense that average delay A stands for the rate A = 1/A.

Definition 1 (Continuous-time constraint automata (CCA)). A CCA is a tuple C =
(Q,N,—, Qo) where Q is a countable set of states, Qo C Q the set of initial states, A
is a finite set of nodes and — C (@ X Rs0 x Q) U (Uycac @ X {N} x DC(N) x Q)
such that for all states g and p there is at most one Markovian transition from g to p. [

We write R(g,p) =Aifq LA p and R(g, p) = 0 if there is no Markovian transition from g
to p. For mathematical reasons, we require that for each state the exit rate E(g) defined
by ¥ pcoR(g, p) is finite and that there does not exist an infinite path consisting of con-
secutive interactive transitions. (The latter assumptions are irrelevant for the purposes of
this paper, but they are necessary to ensure non-zenoness.) When state g is entered then
either immediately a hidden transition instance is taken or the system stays in state g
until one of the Markovian transitions becomes enabled and fires or a visible interactive

transition is taken. A visible transition instance g iy p can only be taken if all involved
nodes A € N agree to perform the I/O-operations specified by (N, ). If N is non-empty
then this agreement depends on the (unknown) environment which might refuse to pro-
vide the required I/O-operations at the nodes A € N. Thus, none of the visible transitions
might be taken. If, however, the current state g has one or more outgoing hidden transi-
tions there is a nondeterministic choice which selects one of the interactive (visible or
hidden) transitions. Thus, Markovian transitions can only be taken from state ¢ if there
is no hidden transition that starts in g, in which case q is called a Markovian state.

The possible stepwise behaviours of a CCA can be made precise by means of the runs
and the induced stochastic processes. A run in a CCA ( is a sequence of consecutive

g o o . . .
transition instances go & g1 — g2 = ... where the 0;’s are either triples (t,N,8) such

that g; N—§ gi+1 is an instance of an interactive transition and ¢ > O (the time passage
between entering state g; and performing the I/O-operations specified by (N,d)) or o;; €
R~ and there is a Markovian transition from g; to g;+1. In the latter case, a; stands for
the amount of time the system spends in state g; until the first Markovian transition fires.
According to the maximal progress assumption we require that Markovian transitions
and that o; = (¢,N,d) for some ¢ > 0 can only occur if no hidden transition can be
taken in g; and that finite runs end in a state where all outgoing transitions are visible.
To reason about the probabilities of runs, the concept of schedulers, also often called
policy, strategy or adversary, is needed. The details, which can be found e.g. in [28], are
not of importance here. We just mention that a scheduler takes as input the history of
the system, formalized by a finite prefix of a run, and either selects one of the enabled
interactive transition instances or, if no hidden transition can be taken, decides to take
a visible transition instance with some delay ¢ unless a Markovian transition fires first
or decides to take no interactive transition and to wait for the first enabled Markovian
transition. For any given scheduler a probability measure on the induced runs can be
defined which, for instance, allows to speak about the probability to reach a certain
configuration within ¢ time units or the expected time until a certain communication
takes place.
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{D} \{}.dce

Example 1. The picture above shows a stochastic variant for the CA of the producer
and the consumer. Here, we assume that the production time takes in average 1/A time
units, while the mean time of the consume phase is 1/u. The data-abstract behavior of
the composite system can then be specified by the CCA shown below. This CCA can
now be subject of a stochastic analysis. For example, it can be verified that the average
time of one production-consume cycle is 1/A+ 1/u, or that the probability for the event
“after being activated through an input at A, the time for delivering the product via
channel BC is less or equal £ is given by 1 — e, a

produce
done

deliver
consume

Beside specifying stochastic phenomena that are internal to certain components, also
channels might have stochastic behaviours and can be modelled by CCA. E.g., if a
component Comp, that is linked to the sink end of a FIFO1 channel c, is waiting for a
message along ¢ then Comp cannot immediately read when a message is written at the
source end. Instead it has to wait for a certain (possibly very small) amount of time until
the read operation can be performed. As long as we consider any channel in isolation
these delays might be very small or even negligible. However, for complex networks
where several channels are composed, the effect of delays becomes less clear and can
play a crucial role for performability issues. Assume a FIFO channel ¢ with 1.000 buffer
cells is composed from 1.000 copies of FIFO1 channel with average delay A then the
mean time passage between writing a data item d into ¢’s source end and the instant
where d can be taken at the sink end is 1.000 - A.

Example 2. A FIFO1 channel with average delay 1/A between the read and write oper-
ations can be modelled by one of the CCA shown below. In both CCA, after the write
operation at the source A the state wait(d) is reached where a Markovian transition with
rate A is emanating, leading to state take(d) where the sink B can take the element. In
the CCA on the left, no proper delay between the read operation at sink B and the next
write operation at A is specified, while the automaton on the right relies on the assump-
tion that the physical properties of the buffer yield an average delay 1/u for enabling a
write operation after a read operation. O



