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Preface

During the last 30 years, face recognition and related problems such as face
detection/tracking and facial expression recognition have attracted researchers from
both the engineering and psychology communities. In addition, extensive research
has been carried out to study hand and body gestures. The understanding of how
humans perceive these important cues has significant scientific value and extensive
applications. For example, human-computer interaction, visual surveillance, and
smart video indexing are active application areas. Aiming towards putting such
amazing perception capability onto computer systems, researchers have made
substantial progress. However, technological challenges still exist in many aspects.

Following a format similar to the IEEE International Workshop on Analysis and
Modeling of Faces and Gestures (AMFG) 2003, this one-day workshop (AMFG
2005) provided a focused international forum to bring together well-known
researchers and research groups to review the status of recognition, analysis and
modeling of faces and gestures, to discuss the challenges that we are facing, and to
explore future directions. Overall, 30 papers were selected from 90 submitted
manuscripts. The topics of these papers range from feature representation, robust
recognition, learning, and 3D modeling to psychology. In addition, two invited talks
were given, by Prof. Kanade and Dr. Phillips. The technical program was organized
into four oral sessions and two poster sessions.

This workshop would not have been possible without the timely reviews provided
by the members of the Technical Program Committee under a tight schedule.

October 2005 Wenyi Zhao
Shaogang Gong
Xiaoou Tang
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Facial Expression Analysis

Takeo Kanade

U.A. and Helen Whitaker University Professor, Robotics Institute,
Carnegie Mellon University, Pittsburgh, PA 15213, USA

Abstract. Computer analysis of human face images includes detection of faces,
identification of people, and understanding of expression. Among these three
tasks, facial expression has been the least studied, and most of the past work on
facial expression tried to recognize a small set of emotions, such as joy, disgust,
and surprise. This practice may follow from the work of Darwin, who proposed
that emotions have corresponding prototypic facial expressions. In everyday
life, however, such prototypic expressions occur relatively infrequently; instead,
emotion is communicated more often by subtle changes in one or a few discrete
features. FACS-code Action Units, defined by Ekman, are one such
representation accepted in the psychology community.

In collaboration with psychologists, we have been developing a system for
automatically recognizing facial action units. This talk will present the current
version of the system. The system uses a 3D Active Appearance Model to align
a face image and transform it to a person-specific canonical coordinate frame.
This transformation can remove appearance changes due to changes of head
pose and relative illumination direction. In this transformed image frame, we
perform detailed analysis of both facial motion and facial appearance changes,
results of which are fed to an action-unit recogniser.

W. Zhao, S. Gong, and X. Tang (Eds.): AMFG 2005, LNCS 3723, p. 1, 2005.
© Springer-Verlag Berlin Heidelberg 2005



Modeling Micro-patterns for Feature Extraction

Qiong Yang!, Dian Gong" %, and Xiaoou Tang!

! Microsoft Research Asia, Beijing Sigma Center,
100080 Beijing, China
{gvang, xitang}@microsoft.com
2 Department of Electronic Engineering, Tsinghua University,
100084 Beijing, China
gongd@wmc . ee. tsinghua.edu.cn

Abstract. Currently, most of the feature extraction methods based on micro-
patterns are application oriented. The micro-patterns are intuitively user-
designed based on experience. Few works have built models of micro-patterns
for feature extraction. In this paper, we propose a model-based feature
extraction approach, which uses micro-structure modeling to design adaptive
micro-patterns. We first model the micro-structure of the image by Markov
random field. Then we give the generalized definition of micro-pattern based on
the model. After that, we define the fitness function and compute the fitness
index to encode the image’s local fitness to micro-patterns. Theoretical analysis
and experimental results show that the new algorithm is both flexible and
effective in extracting good features.

1 Introduction

Feature extraction is one of the most important issues in pattern recognition. In
previous studies, people observed that the spatial context in images plays an important
role in many vision tasks, such as character recognition, object detection and
recognition. So they design micro-patterns to describe the spatial context of the
image, such as edge, line, spot, blob, corner, and more complex patterns.
Furthermore, it is observed that the regional characteristics of micro-patterns are more
robust to shift and scale, so a number of features are developed to calculate the
regional characteristics of micro-patterns. These features include:

a) Orientation Histogram. This kind of features designs the micro-pattern as
directional line or edge, and calculates the histogram of each direction in the region. It
has been used as an informative tool for various vision tasks. Sun and Si [1] used
orientation histograms to find the symmetry axis in an image. Freeman and Roth [2]
developed a method for hand gesture recognition based on the global orientation
histogram of the image. Lowe [3] developed a scale-invariant feature from local
orientation histograms for object recognition. Levi and Weiss [4] used local edge
orientation histograms (EOH) as features to improve performance in object detection
as well as face detection. Another example is that Four Directional Line Element
(FDLE) [5] has been successfully used for character recognition.

b) Filter Banks. In this kind of features, a bank of filters is designed to extract the
micro-structural features, and the regional characteristics are computed from the filter

W. Zhao, S. Gong, and X. Tang (Eds.): AMFG 2005, LNCS 3723, pp. 2~ 16, 2005.
© Springer-Verlag Berlin Heidelberg 2005



Modeling Micro-patterns for Feature Extraction 3

response. Goudail et al. [6] designed a series of local autocorrelation filters for face
recognition, and the filter response is summed over the global image to form the
feature. Wang et al. [7] used the histogram of regulated outputs of Gabor filters for
Chinese character recognition in low-quality images.

c) Local Binary Pattern. This feature is designed for texture analysis [8], face
detection and face recognition [9]. The image is first divided into small regions, from
which Local Binary Pattern (LBP) histograms are extracted and concatenated into a
single feature histogram to efficiently represent the image.

In all these features, the micro-patterns are intuitively user-designed based on
experience, and they are application oriented. The micro-patterns fit for one task
might be unfit for another. For example, FDLE [5] is successful in character
recognition, but might not achieve the same success in face recognition, since face
image is much more complex than the character image so that it cannot be simply
represented by directional lines. Another problem is that in some cases, it is difficult
for the user to intuitively determine whether the micro-pattern is appropriate unless he
refers to the experimental result. A similar problem exists for Gabor features.
Although in many papers Gabor has been used to recognize a general object as well as
face [10,11,12], the parameters are mainly adjusted by experimental results, and it
costs a lot of time and efforts to find the appropriate parameters.

In this paper, we propose a model-based feature extraction approach, which uses
Markov random field (MRF) to model the micro-structure of the image and design
adaptive micro-patterns for feature extraction. The key idea is motivated by several
observations:

First of all, image structure modeling can help us find good features in at least
three aspects: 1) Modeling could provide sound theoretical foundations and guide us
on how to design suitable micro-patterns. 2) Through modeling, the feature extraction
method could be more general, and also more applicable to various applications.
3) Modeling will alleviate the efforts in adjusting parameters. Therefore, we introduce
image structure modeling in the stage of feature extraction.

Secondly, Markov field [13,14,15,17,18,19,20,21] provides a flexible mechanism
for modeling spatial dependence. If we study the spatial dependence in a local region
of the image, it will model the micro-patterns, with different spatial dependency
corresponding to different micro-patterns. It is also convenient for representing
unobserved complex patterns of images, especially the location of discontinuities
between regions homogeneous in tone, texture or depth. Therefore it is possible for
using Markov field to model the micro-patterns, not limited to the simple ones, but
also the complex patterns. Moreover, the parameters of the model can be statistically
learned from samples, instead of intuitively user-designed. Thereby it is more
adaptive to the local characteristics of images. Different micro-patterns will be
designed for different kinds of images, different attributes of images, and even at
different sites of an image, so features will be more flexible, and also more applicable
to various applications.

Based on the above observations, we use MRF to extract block-level micro-
structural features. We first divide the image into sub-blocks and use MRF to model
the micro-patterns in each sub-block. Based on that, we compute the local fitness
sequence to describe the image’s local fitness to micro-patterns. Then, we extract the
modified FFT (fast Fourier transform) feature of the local fitness sequence in each
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sub-block. Finally, we concatenate these features from all sub-blocks into a long
feature vector. The new feature presents a description of the image on three levels: the
Markov field model reflects the spatial correlation of neighborhood in a pixel-level;
the local fitness sequence in each sub-block reflects the image’s regional fitness to
micro-patterns in a block level; and the features from all sub-blocks are concatenated
to build a global description of the image. In this way, both the local textures and the
global shape of the image are simultaneously encoded.

2 Feature Extraction from Micro-structure Modeling

2.1 Markov Random Field Model

Let I represent a HxW image with § as its collection of all sites, and
let X, = x, represent some attribute of the image / at site se S . The attribute may be

grayscale intensity, Gabor attribute or other features. Also, we denote the attributes of
all other sites in S excluding site s by X_ =x_ . The spatial distribution of attributes

onS, X =x={x,se S}, will be modeled as a Markov random field (MRF).

Let N, denote the neighbors of site s , and the r -th order neighborhood is defined to
be N ={rldist(s,t)<r,te S}, where dist(s,t) is the distance between site s and sitez .
The 1-st and 2-nd order neighborhood structure are displayed in Fig. 1. Because of the
local property (i.e. Markovianity: p(X, =x|X_ =x)=p(X,=x|X, =x)), the Markov

model is equivalent to the Gibbs random field, so we use the energy function to
calculate the probability as follows

POK|X_) = (XX, ) = —exp{-E, (X,.X,,)}, M

where E,(X,.X,) is the energy function at site s which is the sum of

energies/potentials of the cliques containing site s, and 7= exp{-E, (X,,X, )} is
%

the partition function. Here, 6, is the parameter set for site s , so we rewrite
p(X,|X, ) into p, (X|X, ).
For a pair-wise MRF model, there isE, (X, X, )=H (X)+ ZJ_‘,(XJ,X,), where

eN,

H,(X,)is the “field” at site s, and J,(X,X,) is the “interaction” between site s and

site ¢ . Furthermore, if A (X,)=0 and JV\_,(X_‘_,X,)z(—l)Z—(X‘.—X,)Z, then we get the
o\'l

smooth model and there is E,,(X‘\,XN):Z-(—i)—z(x_\_—x,)2 . 0,={o,.teN,} .
' ’ 1eN, U,\-,

IfH (X)=aX,, J,(X,X)=0,X X, and X e{+1,-1},s€ S, then we get the Ising

model and there is E,(X,.X,)=aX +) B,XX , 6,={a,pB,1eN,} . For

1eN,

simplicity, we write 6, as 6.



Modeling Micro-patterns for Feature Extraction 5

X Ao Y S
4
X, ¥ N Snd R
I
. Xie X, o
(@ (b) () (C))

Fig. 1. (a) The image / with the size of HX W. (b) The site set S of the image I . (c) The 1-st
order neighborhood structure. (d) The 2-nd order neighborhood structure. Here, H=W=5.

2.2 Feature Extraction

In this section, we will discuss how we extract features based on Markov random field
model. Firstly, we propose a generalized definition of micro-pattern, and then we
design a fitness function to extract the image’s local fitness to micro-patterns.

2.2.1 Generalized Definition of Micro-patterns
Assume that Q denotes the micro-pattern, and Q,(y) is defined to be all the pairs of

(x,,%y,) that satisfy the constraint 8o(x,,xy )=7¥ with given 6 , 1ie.
{(x,.x,): 84(x,.x,) =7} . Here, 8 is the parameter set.
Q, () has the following properties:
1. Given#8,{Q,().7€ R} describes a series of micro-patterns where % is the value
setof y.
2. When y is discrete, Q,(y) is characterized by its probability P(Q=Q,(y)) ; when
¥ is a continuous variable, Q,(y) is characterized by the probability density
function p(Q,(7)).

In this paper, since we use MRF model, we  define
8o(X,,xy )=Eg(X, =x,X, =x,), therefore

QA ={lx%y Y EfX, = 5, X, =2, Y=7} ()
That is, (x,,x, )in the same level of energy belong to the same micro-pattern.

a) When we use the smooth model, i.e. E,(X,,X, )= ZE_I)T(XJ - X,)?, then
! teN, o-n

Qg(7)={(X,\‘xN,): 2. (x, —x)’ =7’} 3

1N, (0-_‘, )2
In this sense, Fig. 2(a) and Fig. 2(b) are deemed to be same, while Fig 2(c) and Fig.
2(d) are deemed to be different micro-patterns.

b) When we use the Ising model, i.e. Hy(XJ]XN‘)=a,XJ+Z/9:,X,X, (with 1-st
1eN,

neighborhood), where X e{+1,-1},VseS and 6={«,, B,,te N,} is as shown in

Fig.2(e), there is



