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Preface

The PaCT 2005 (Parallel Computing Technologies) conference was a four-day
conference held in Krasnoyarsk, September 5-9, 2005. This was the Eighth in-
ternational conference in the PaCT series. The conferences are held in Rus-
sia every odd year. The first conference, PaCT ’91, was held in Novosibirsk
(Academgorodok), September 7 — 11, 1991. The next PaCT conferences were
held in Obninsk (near Moscow), August 30 — September 4, 1993, in St. Peters-
burg, September 12-15, 1995, in Yaroslavl, September, 9-12 1997, in Pushkin
(near St. Petersburg) September, 6-10 1999, in Academgorodok (Novosibirsk),
September 3-7, 2001, and in Nizhni Novgorod, September 15-19, 2003. The
PaCT proceedings are published by Springer in the LNCS series.

PaCT 2005 was jointly organized by the Institute of Computational Mathe-
matics and Mathematical Geophysics of the Russian Academy of Sciences (RAS),
the Institute of Computational Modeling also of the RAS and the State Technical
University of Krasnoyarsk.

The purpose of the conference was to bring together scientists working on
theory, architecture, software, hardware and the solution of large-scale problems
in order to provide integrated discussions on Parallel Computing Technologies.

The conference attracted about 100 participants from around the world. Au-
thors from 20 countries submitted 78 papers. Of those submitted, 38 papers were
selected for the conference as regular ones; there was also 1 invited paper. In
addition there were a number of posters presented. All the papers were interna-
tionally reviewed by at least three referees. The demo session was organized for
the participants.

PaCT 2007 is planned to be held in Irlutsk, near lake Baikal, in September
as usual.

Many thanks to our sponsors: the Russian Academy of Sciences, the Russian
Fund for Basic Research, the Russian State Committee of Higher Education,
and IBM, for their financial support. Organizers highly appreciated the help of
the Association Antenne-Provence (France).

June 2005 Victor Malyshkin
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Abstract. We use an enhanced operational semantics to infer quanti-
tative measures on systems describing cryptographic protocols. System
transitions carry enhanced labels. We assign rates to transitions by only
looking at these labels. The rates reflect the distributed architecture run-
ning applications and the use of possibly different crypto-systems. We
then map transition systems to Markov chains and evaluate performance
of systems, using standard tools.

1 Introduction

Cryptographic protocols are used in distributed systems for authentication and
key exchange, and must therefore guarantee security. The mechanisms used are
always the result of a judicious balance between their cost and benefits. Per-
formance costs, in terms of time overhead and resource consumption, must be
carefully evaluated when choosing security mechanisms.

Here, we extend a preliminary idea introduced in [6] for the development of a
single, formal design methodology that supports designers in analysing the per-
formance of protocols, with a semi-mechanizable procedure. We provide a general
framework, where quantitative aspects, symbolically represented by parameters,
can be formally estimated. By changing only these parameters on the architec-
ture and the algorithm chosen, one can compare different implementations of the
same protocol or different protocols. This allows the designer to choose among
different alternatives, based on an evaluation of the trade-off between security
guarantees and their price.

We are mainly interested in evaluating the cost of each cryptographic oper-
ation and of each message exchange. Here, “cost” means any measure of quan-
titative properties such as speed, availability, etc.
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Usually protocols are described through informal narrations. These narra-
tions include only a list of the messages to be exchanged, leaving it unspecified
which are the actions to be performed in receiving these messages (inputs, de-
cryptions and possible checks on them). This can lead, in general, to an inac-
curate estimation of costs. The above motivates the choice of using the process
algebra LySa [3,5], a close relative of the 7- [24] and Spi-calculus [1], that de-
tails the protocol narration, in that outputs and the corresponding inputs are
made explicit and similarly for encryptions and the corresponding decryptions.
Also, LySA is explicit about which keys are fresh and about which checks are to
be performed on the received values. More generally, LYSA provides us with a
unifying framework, in which security protocols can be specified and statically
analysed [3,5] through Control Flow Analysis. This analysis, fully automatic and
always terminating, is strong enough to report known flaws on a wide range of
protocols, and even to find new ones [4].

Technically, we give LySA (Sect. 2) an enhanced semantics, following [14], and
then we associate rates to each transition, in the style of [26]. It suffices to have in-
formation about the activities performed by the components of a system in isola-
tion, and about some features of the network architecture. We then mechanically
derive Markov chains using these rates (Sect. 3). The actual performance evalua-
tion is carried out using standard techniques and tools [33,31,32]. Significantly,
quantitative measures, typically on cryptography, here live together with the
usual qualitative semantics, where instead these aspects are usually abstracted
away. Specifically, there exists a very early prototype, based on 7-calculus, on
which it is possible to run LYSA, that we used for the case study presented here
(Sect. 4), along with a standard mathematical tool such as Mathematica. Relative
approaches are EMPA(8] and PEPA[19)], to cite only a few.

In comparing different versions of the same protocol or different protocols,
specified in LYSA, our technique can be suitably integrated with the Control
Flow one, to check security at the same stage.

Our framework can be extended [7] to estimate the cost of security attacks.
The typical capabilities of the Dolev-Yao attacker [16] go beyond the ones a
legitimate principal has. The needed model includes a set of the possible extra
actions in which the attacker exploits its computational power and its capability
of guessing (see also [10] and [23]). It would be interesting to deal with timing
attacks as well, even though this may considerably complicate our model.

2 LySA and Its Enhanced Semantics

The LySA calculus [3,5] is based on the 7- [24] and Spi-calculus [1], but differs
from these essentially in two aspects: (i) the absence of channels: there is only
one global communication medium to which all processes have access; (ii) the
tests associated with input and decryption are naturally expressed using pattern
matching. Below, we assume that the reader is familiar with the basics of process
calculi.
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Syntax. The syntax consists of terms F € £ and processes P € P,

E:=a|z|{E1, ,Ex}E,

P:=0|out.P|inP| P | P | (va)P|decin P | A(y1,...,Yn)
where we introduced the following abbreviations: e out £ (Ey,---,Ex), e in £
( ;,---,E;-;J!j.(.h'-',.’lfk), ° decé decryptEas {E],-'-,Ej;ﬂ,‘j+1,~”,:L‘k}EO.
Intuitively, the process 0 or nil represents the null inactive process. The operator
| describes parallel composition of processes. The operator (va) acts as a static
declaration for the name a in the process P the restriction prefixes. Restric-
tion is therefore used to create new names such as nonces or keys. The process
(E1,-++,Ex). P sends Ey,-- -, E on the net and then continues like P. The pro-
cess (E1,- -+, Ej; j+1, -, xk). P receives the tuple Ei,---, E} and continues as
P[Ejt1/zj41,. .., Ex/zk], provided that E; = E] for all i € [1, j]. The intuition is
that the matching succeeds when the first j values E. pairwise correspond to the
values F;, and the effect is to bind the remaining k — j values to the variables
Zj+1,- -+, Tk. Note that, syntactically, a semi-colon separates the components
where matching is performed from those where only binding takes place. The
same simple form of patterns is also used for decryption (see [9] for a more flexible
choice). In fact, the process decrypt E as {E,---, Ej; Tj41,- - ,:nk}'},go in P de-
crypts E = {E1, -, E; } g with the key Eo. Whenever E; = E; for all i € [0, j],
the process behaves as P[Ej1/Zjt1,- - ., Ex/zk]. Finally, an agent is a static def-
inition of a parameterised process. Each agent identifier A has a unique defining
equation of the form A(j) = P, where § denotes a tuple yi,...,y, of distinct
names occurring free in P.

Working Example. Consider the following basic Kerberos key agreement protocol
[22] that is part of our case study. We assume that the AES algorithm [12] is
the crypto-system used here.

1.LA—S: AB

2.8 A: {B,T,L,Kap}k,,{AT,L,KaB}Kps

(Kerberos) 3.A—- B: {A,T,L,KAB}KB, {A,T}KAB

4. B— A:{T\T}k.p
Intuitively, principal A asks the Key Distribution Center S for a session key to
share with B. S generates the key K 4p, a timestamp 7" and lifetime L and pro-
duces an encryption of these components for A and another one for B, including
the identity of the other principal. Both encryptions are sent to A, that can
decrypt the first and forward the second to B, along with another encryption
that A obtains by encoding (A,7T") with the new key. B can decrypt the first
encryption so to obtain K p then B decrypts the second encryption, and uses
K ap to encrypt (T,T) as a replay to A. To simplify, we use {T, T}k, rather
than the usual {T + 1}k, ,.

The protocol specification in LYSA is in Tab. 1, where the right column
reports a concise explanation of the action on the left, in terms of the number of
the message (called msg, while enc stands for an encrypted term) in the protocol
narration. The whole system is given by the parallel composition (|) of the three
processes A, B, S. Each part of the system performs a certain number of actions
and then restarts.
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Table 1. Specification of Kerberos Protocol

1 Sys1 = (vKa)(vKB)((A|B)|S) K4, Kp long-term keys
2A=((A,B).A) A sends msg (1)

4 A = (;voe,vE,.). A" A receives and checks msg (2)

5 A” = decrypt vZ,. as {B; VT, VL, VK } g, in A" A decrypts the enc in msg (2)

6 A" = (VB {A,ur}ug). A" A sends msg (3)

7TA" = (; whye). A" A receives and checks msg (4)

8 A" = decrypt wi,. as {vr,vr; }vK in A A decrypts the enc in msg (4)
9B = (; 2lne, 22,c). B B receives and checks msg (3)
10 B’ = decrypt zi,c as {; ZA, 2T, 2L, 2K } i N B" B decrypts the 1*! enc in msg (3)
11 B” = decrypt 22, as {za, 21; }., in B” B decrypts the 2™ enc in msg (3)
12 B” = ({271, 21}:x)- B B sends msg (4)
138 = (; y*,vB). 8 S receives and checks msg (1)
14 8" = (vKag)(vT)(vL) K 2B fresh session key
15 ({¥2, T, L, Kas}k 4, {v*, T, L, KaB}Ky).S) S sends msg (2)

~

Enhanced Operational Semantics. Here, we give a concrete version of operational
semantics, called enhanced in the style of [13,14]. Our enhanced semantics for
LySA is a reduction semantics, built on top of the standard reduction semantics
[3], where both processes and transitions are annotated with labels that will be
helpful for computing costs.

Formally, each transition is enriched with an enhanced label § which records
both the action corresponding to the transition and its syntactic context. Actu-
ally, the label of a communication transition records the two actions (input and
output) that lead to the transition. To facilitate the definition of our reduction
semantics, for each given process, we annotate each of its sub-processes P with
an encoding of the context in which P occurs. The encoding is a string of tags 1,
that essentially record the syntactic position of P w.r.t. the parallel composition
nesting. To do this, we exploit the abstract syntax tree of processes, built using
the binary parallel composition as operator. We introduce a tag ||o (||1, resp.) for
the left (for the right, resp.) branch of a parallel composition. Labels are defined
as follows.

Definition 1. Let £ = {||o,|l1}. Then, the set of context labels is defined as
L*, 1.e. the set of all the string generated by L, ranged over by 1.

We choose to have tags concerned with the parallel structure of processes,
i.e. linked to parallel composition “|”. For our present purpose, this is the only
necessary annotation (for other annotations, see [26,14]).

Technically, labelled processes are inductively obtained in a pre processing
step, by using the function 7. This function (inductively) prefixes actions with
context labels: 7 unwinds the syntactic structure of processes, until reaching
a 0 or a constant. Given a process P, this transformation operates in linear
time with the number of prefixes. Note that this pre-processing step can be



