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Preface

The Cambridge International Workshop on Security Protocols has now run for
eight years. Each year we set a theme, focusing upon a specific aspect of security
protocols, and invite position papers. Anybody is welcome to send us a position
paper (yes, you are invited) and we don’t insist they relate to the current theme
in an obvious way. In our experience, the emergence of the theme as a unifying
thread takes place during the discussions at the workshop itself. The only ground
rule is that position papers should formulate an approach to some unresolved
issues, rather than being a description of a finished piece of work.

When the participants meet, we try to focus the discussions upon the concep-
tual issues which emerge. Security protocols link naturally to many other areas
of Computer Science, and deep water can be reached very quickly. Afterwards,
we invite participants to re-draft their position papers in a way which exposes
the emergent issues but leaves open the way to their further development. We
also prepare written transcripts of the recorded discussions. These are edited (in
some cases very heavily) to illustrate the way in which the different arguments
and perspectives have interacted.

We publish these proceedings as an invitation to the research community.
Although many interesting results first see the light of day in a volume of our
proceedings, laying claim to these is not our primary purpose of publication.
Rather, we bring our discussions and insights to a wider audience in order to
suggest new lines of investigation which the community may fruitfully pursue.

This year’s theme is “Broadening the Protocol Boundary”. The boundary of
a security protocol has traditionally been drawn very narrowly. Many security
protocol “failures” involve factors that were not considered part of the protocol,
such as the user interface. In addition, security protocols operate in a naturally
fragile environment, and not all threats involve malice on the part of an attacker.
Where did Alice get the information she sent, and what is Bob going to do with
it? Who and what are the protocol end-points, and which domains are they in?

We invite you to consider these issues with us as you read these proceedings.
See you next year, perhaps?

July 2001 Bruce Christianson
Bruno Crispo

James Malcolm
Michael Roe
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Keynote Address:
Security Protocols and the Swiss Army Knife
(Transcript of Discussion)

Roger Needham

Microsoft Research

Keynote address is an unnecessarily grand term for what I'm about to do,
and I don’t particularly guarantee to go on for long — leaving more time for
more interesting things. The original theme that was stated for this workshop was
broadening the horizons for security protocols and (as is traditional) nobody has
said anything about that topic whatever in their papers, so I thought I would see
if I could say something about it now so that the theme is not totally overlooked.

Twenty years ago, or thereabouts, there was a certain amount of discussion as
to what authentication protocols should actually do. You can either take a very
minimalist view which says that the person you thought you were talking to was
around recently, a slightly higher view that says the person you thought you were
talking to was around recently and if he’s still around you've got a shared secret,
or you could integrate the authentication stuff into the communication protocol
you were going to use in a very complete kind of way. There was a reasonable
consensus you shouldn’t do the latter. The practical reason put forward for this
was quite simple: if your communication does not work you would like to know
whether it’s the physical communication that has failed or whether somebody is
interfering with you, because it’s a different expert you call in the two cases.

I remember having this discussion in the late 70’s at Xerox PARC, because
if you’re signing the blocks of a message you might well say, why do we need
a communications checksum as well? The answer is, because you want to know
what went wrong. It was also the case — quite notoriously at that time — that
security protocols were exceptionally difficult to design correctly, and I suspect
as a consequence of that people felt well if we’ve got it right for heavens sake
let’s not do another one because we’ll probably do it wrong.

So the things were regarded as not doing very much, you're very lucky to
have got them right if you have got them right, and you tended to say here
is a tool we will just use it for everything. It could be that that was the right
thing to do, it could be that it s the right thing to do, but it also could be that
because there has been some advance in knowledge over this period it becomes
much more reasonable to design the security protocols fairly freely. If you’ve got
a particular application, design a security protocol that’s reasonably tailored to
that application, because if the last twenty years of work has not been completely
thrown away, we ought to be better at doing it now than we were then.

I don’t know whether this is a sensible view or not, but if it is, or can be made
to become so, I think one could assert that life will become in some ways, rather
more comfortable. Perhaps what we ought to do is try to look where the edges

B. Christianson et al. (Eds.): Security Protocols, LNCS 2133, pp. 1-4, 2001.
© Springer-Verlag Berlin Heidelberg 2001



2 Roger Needham

of security protocols ought to be. You can state this very briefly in the words
of Butler Lampson: authentication is knowing where something came from and
confidentiality is knowing where it went to. But that still gives quite a lot of
space to play with. I don’t have any very good ideas for how one might blur the
edges but certainly it’s the case that, if the authentication operation is a very
large proportion of what you’re trying to do, you might as well design a protocol
for the whole application with the authentication in it and not separate things
out. It’s a bit reminiscent of discussions about layered design in communication
protocols: that layered design may be a good thing, but layered implementation
is foolish.

We’ve tended to commit the analogous sin with security protocols rather a
lot, basically I would claim because we’re nervous about whether we’ll get it
right, and we ought to have the tools available to us now to make it easier to
get it right. I think that’s basically all I want to say.

John Ioannidis: I’ve been maintaining for a while, in the context of layered
design and layered protocol definitions, the attitude that for security protocols
there shouldn’t necessarily be a single security protocol or single “layer” where we
should put security (despite my involvement in IPSec and things like that), but
that for every layer into the protocol cake (conceptual layer not implementation
layer) either it should be securing itself or there should be an equivalent security
version and that these security versions talk to each other. So just because
we have a secure network layer doesn’t mean that anything above it should be
oblivious to the security on the security product in the network layer. Conversely
we shouldn’t have 15 different security protocols each talking to the one above
and to the one below without knowing what each other does.

Reply: I'm sure that’s right. I think in communication protocols in general,
pretending you didn’t know what the neighbouring layers did has been a problem
that has plagued us for a while.

Matt Blaze: Steve Bellovin, quoting someone recently, I don’t remember
who, pointed out that in regard to layering, we’ve invented this religion but we’ve
become fundamentalists, and I think I'd subscribe to that quip with respect to
communications protocols. With security protocols I'm less sure, because the way
in which layers above and layers below can tend to change out from under you,
is particularly acute with security protocols. For a trivial example, let’s imagine
designing a security protocol with the requirement that only say 22° or 232 bits
of traffic should be allowed to go through without re-keying. The designer of the
protocol knows that otherwise he’ll get various types of replay attacks, or wrap
around on identifiers, or what have you. The designer of the protocol knows
that the application won’t ever do that because it does messaging or what have
you. And then suddenly someone uses precisely the same framework to send
streaming video and everything falls apart in ways that are essentially invisible.
I think we see that happening fairly often. Designing security protocols to have
very well defined layers that have very well defined requirements, is a simple way
to avoid this, and some fundamentalism might be in order there.
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Reply: Yes, there’s certainly a tendency among people who think about
security to be fundamentalists for a variety of reasons which would be a separate
discussion, but I suppose it’s a question of what it costs to do it “properly”. If
the costs of doing it in the fundamentalist way are extremely low, I suppose
most people would say, well do that. If it significantly added to the cost of the
transaction then we might say, do it the other way.

Larry Paulson: I'm not entirely sure what you mean by layering, but cer-
tainly the methods I know for looking at protocols work when you have the
entire protocol in front of you and don’t work if you suddenly imagine you are
replacing some atomic operation, say if you replace a primitive encryption oper-
ation by a one-time pad. I’m not sure that I should know how to reason about
systems of protocols unless they are all being analysed at the same time.

Virgil Gligor: The problem that Matt has been pointing out is not a prob-
lem peculiar to security. Actually it occurs in other areas of systems design. For
example, the major advent of database management systems in the early to mid
70’s showed that many of the concurrency- control and recovery protocols in
operating systems didn’t really do anything for database systems. In fact they
got in the way, so the database system designers had to invent those mechanisms
and protocols for their own application. The lesson there is, I believe, that we
should not hard-wire into lower layers, mechanisms that we could not avoid later
in the higher layers.

John Ioannidis: I really like that example, because there is a direct transla-
tion of it today. The Voice-over-IP people are rolling their own security protocols
for the transfer of data because IPSec is too general. Generality has a price. It
may be that generality is actually what we want and we are likely to get sort of
an economy of scale, but in other realms generality has a price. The example of
operating systems standing in the way of databases is actually a very good one.

Reply: Yes, “the price of generality is unwanted decisions”.

Ross Anderson: But if one looks at how this works in practice with banking
encryption devices, we have a useful and concrete model. Firstly you've got a
lot of devices out there in the field that have a command syntax of say fifty
transactions, there are a couple of hundred verbs, or whatever, and it starts off
by doing things like encrypt PIN, calculate MAC, and so on. Then that becomes
an interface on which everybody has to build, because it’s what’s sold and what
is approved. What happens then is that somebody goes and builds a protocol
to talk ISO-8583 which handles banking transactions, and then other people
implement that on top of other pieces of hardware, then other people come along
and build other protocols which have to be supported on the banking hardware,
and so you end up extending the banking hardware so that it will support both
ISO-8583 and other stuff. So you've got this crab-wise development, up and
down, up and down, and the big risk is that you end up with something so
complex that you don’t understand it, and you end up with trouble. So this is
the real process management problem.

Audience: Seen to a hammer, everything is a nail.
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Ross Anderson: It’s more than that, I mean you start off with the hammer,
then you invent screws and hit them in with the hammer.

John Ioannidis: Or with your wrench.

Reply: And then you end up with both implements highly unoptimised for
the purpose.

John Ioannidis: Why use a hammer to pound a screw when you have a
wrench?

Reply: Yes, what you'’re talking about is the inevitable evolution of the
Swiss army knife [laughter]; and the analogue of the Swiss army knife for security
protocols is even more alarming.

Tuomas Aura: One difference between protocols for the traditional data
transfer and for these new applications like voice over IP, or other voice commu-
nications and video, is that their concept of integrity is different. Traditionally
you would think that message integrity is protecting you so that not a single bit
has been corrupted, but for voice you do want to allow bit errors. You don’t want
to correct them all otherwise a mobile phone would be doing error correction all
the time. That is one reason why these new applications need new protocols on
them.

Reply: Yes, that’s an interesting point, not one that’s usually made. I have
tended to think that way in connection with such things as encrypting video,
but it’s certainly true of voice as well.

William Harbison: I'd just like to make a couple of observations about
how things actually have changed over the years.

When we started this workshop, we deliberately chose the title “Security
Protocols” rather than “Cryptographic Protocols”. This was considered rather
radical at the time, indeed we were often told that one could not have security
protocols that did not involve cryptography. I think that there are very few
people who would hold that as an absolute article of faith these days, indeed I
think many of us know situations where encrypting messages can in fact reduce
the security of the system rather than enhance it.

The second observation is that one sees, particularly in certain areas, proto-
cols being designed which are very clever, very intricate, and which come (in the
paper which describes them) with an associated set of assumptions, and which
are then implemented in a totally different place where a totally different set
of assumptions actually apply, and it’s the protocol that’s blamed rather than
the implementation. In fact what has happened is that people have taken a so-
lution from one framework and placed it in another, without understanding the
difference between them.

Reply: I'm sure that’s right. One of the serious pleas to anybody who pub-
lishes in this area is to say what you have assumed, and say it in bigger type
than the rest of the paper.
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Abstract. The term ‘principal’ has roots both in computer security
and in communications security. We will show that in those two areas
principals serve quite different purposes. We also note that the term
principal is overloaded in computer security and propose a separation
into three different aspects: origin of message, access control rule, and
accountable entity. Furthermore, we will defend the merits of extensional
security specifications and show that it is not fruitful to expect that
security mechanisms can only have one ‘correct’ interpretation.

1 Introduction

The term ‘principal’ figures prominently in discussions about distributed system
security, in particular in the context of authentication. Like ‘authentication’, the
meaning of ‘principal’ is obvious until it is subjected to closer scrutiny. Although
it would be desirable to find one accepted — or acceptable — definition of princi-
pals, we will have to settle for elaborating and separating the different usages of
this term. As we will try to demonstrate, some of the ambigiuties in terminology
result from different historic roots. Principals were used both in computer se-
curity (distributed system security) and in communications security. Computer
security and communications security supposedly merged about a decade ago,
and the two areas definitely used the same language to discuss security concerns.
We will examine the effects of this merger on our understanding of principals.

In this paper, we will conduct two case studies. The first case study explores
the historic roots of the term ‘principal’, showing that principals serve quite dif-
ferent purposes in computer security and communications security respectively.
The second case study deals with formal semantics for SDSI name resolution.
Again, it will become apparent that computer security and communications se-
curity can take contrary views of the effects of the same operation. In the light
of these observations, we suggest that it is time to contemplate some kind of
de-merger, i.e. to properly separate concerns of computer security and commu-
nications security and to guard ourselves against letting ideas from one area
misguide our understanding of concepts in the other.
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2 Principals

We will trace the history of the term ‘principal’ in attempt to answer questions
like: What is a principal? Where do principals come from? What purpose do
principals serve? Is there a future for principals?

2.1 Communicating Principals

A first set of quotes is collected from publications that are concerned with au-
thentication in network communications. Publications on Kerberos figure promi-
nently in our selection.

Principal: A uniquely named client or server that participates in a net-
work communication [15].

A principal is the basic entity which participates in network authentica-
tion exchanges. A principal usually represents a user or the instantiation
of a network service on a particular host [13].

After authentication, two principals (people, computers, services) should
be entitled to believe that they are communicating with each other and
not with intruders [4].

The fundamental purpose of authentication is to enable “principals” to
identify each other in a way that allows them to communicate, with con-
fidence that the communication originates with one principal and is des-
tined for the other. The principals we are considering include people, ma-
chines, organizations and network resources such as printers, databases
or file systems [2].

In distributed computing systems and similar networks of computers, it
is necessary to have procedures by which various pairs of principals (peo-
ple, computers, services) satisfy themselves mutually about each other’s
identity [3].

In summary, principals are entities that communicate with each other and who
can be recognized (authenticated) in a conversation. Principals are not neces-
sarily human users. They can equally be a machine or a network service. In
communication security, principals are peer entities that can run authentication
protocols. They are the source of messages, but the content of these messages is
irrelevant for our current considerations.

We note in passing that there exists an interpretation of entity authentica-
tion, given in International Standard ISO/IEC 9798-1, where the authenticated
principal only has to show that it is alive, i.e. active during the run of the au-
thentication protocol. This definition is not concerned with establishing secure
conversations.
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Principal refere':nce > Object
monitor

Source Request Guard Resource

Fig. 1. A model for access control

2.2 Principals in Access Control

In computer security, we meet a scenario where messages are not being sent
between equal partners, but more likely between a client and a server. Further-
more, messages are access requests and servers refer to the content of a message
when making access control decisions.

All authentication is on behalf of principals. Principals can act in two
capacities, claimant or verifier. SPX recognizes the following two types
of principals, users (normally people with accounts) and servers [18].

A principal is an entity that can be granted access to objects or can make
statements affecting access control decisions [7].

Subjects operate on behalf of human users we call principals, and ac-
cess is based on the principal’s name bound to the subject in some un-
forgeable manner at authentication time. Because access control struc-
tures identify principals, it is important that principal names be globally
unique, human-readable and memorable, easily and reliably associated
with known people [6].

The last quote views principals in a fashion rather different from communica-
tions security. Principals are entries in access control structures. To make access
control manageable they are closely associated with human users. Principals are
sending messages only metaphorically, the actual work is done by subjects op-
erating on their behalf. The following quote sums up the role of principals in
access control (see also Figure 1).

If s is a statement authentication answers the question “Who said s?”
with a principal. Thus principals make statements; this is what they are
for. Likewise, if o is an object authorisation answers the question “Who
is trusted to access 0?” with a principal [14].

Usually the access control structure is attached to the object as an access control
list (ACL). For each operation, the ACL specifies a set of authorized principals.
To support a wider range of access control policies, the concept of ‘principal’ is
further elaborated and [14] distinguishes between simple and compound princi-
pals. Simple principals are:



