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Preface

This volume contains papers selected for presentation at the 2004 Annual Confer-
ence of the European Association for Computer Science Logic, held on September
20-24, 2004 in Karpacz, Poland.

The CSL conference series started as the International Workshops on Com-
puter Science Logic, and then, after five meetings, became the Annual Conference
of the European Association for Computer Science Logic. This conference was
the 18th meeting, and the 13th EACSL conference.

Altogether 99 abstracts were submitted, followed by 88 papers. Each of these
papers was refereed by at least three reviewers. Then, after a two-week electronic
discussion, the Programme Committee selected 33 papers for presentation at the
conference. Apart from the contributed papers, the Committee invited lectures
from Albert Atserias, Martin Hyland, Dale Miller, Ken McMillan and Pawetl
Urzyczyn.

We would like to thank all PC members and the subreferees for their excellent
work.

The electronic PC meeting would not be possible without good software
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to thank ToMasz Wierzbicki, who helped with the preparation of this volume.

We gratefully acknowledge financial support for the conference received from
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Notions of Average-Case Complexity for Random 3-SAT

Albert Atserias*

Universitat Politécnica de Catalunya, Barcelona, Spain

Abstract. By viewing random 3-SAT as a distributional problem, we go over
some of the notions of average-case complexity that were considered in the liter-
ature. We note that for dense formulas the problem is polynomial-time on average
in the sense of Levin. For sparse formulas the question remains widely open de-
spite several recent attempts.

1 Introduction

The satisfiability problem for propositional logic is central to computational complexity.
The work of Cook [2] showed that the problem is NP-complete, even when restricted
to 3-CNF formulas, and is thus hard in the worst-case unless P = NP. Later on, the op-
timization versions of 3-SAT were also considered and showed hard. Namely, Hastad
[4] culminated the monumental work of the 1990s on PCPs by showing that the number
of clauses that can be satisfied simultaneously in a 3-CNF formula cannot be approx-
imated within a ratio better than 7/8 in polynomial-time, unless P = NP. The current
decade is perhaps time for studying the average-case complexity of 3-SAT. Is it hard on
average as well, unless P = NP, or is it easier?

The program comes also motivated from the fact that a fairly natural probability
distribution on 3-CNF formulas has attracted the attention of many different commu-
nities, from Al to statistical physics, through combinatorics and mathematical logic.
Our aim here is to review the background for a complexity-theoretic approach to the
average-case complexity of random 3-SAT. In this short note we focus on the different
definitions of average-case complexity that were introduced in the literature and their
relationship. In the talk we will overview some of the partial results towards settling the
main open questions.

2 Notions of Average Case Complexity

For every n > 0, let f,, : {0,1}™ — {0, 1} be a Boolean function. In order to simplify
notation, we will use f instead of f,,, and we will write f = f,, to emphasize the fact
that f is actually a sequence of functions parameterized by n. It will be understood
from context that f denotes the sequence of functions {f,} in some cases, and the
particular function f,, in others. We adopt the framework of ensemble of distributions
suggested by Impagliazzo [5], where a different probability distribution is considered

* Supported in part by CICYT TIC2001-1577-C03-02 and the Future and Emerging Technolo-
gies programme of the EU under contract number IST-99-14186 (ALCOM-FT).

J. Marcinkowski and A. Tarlecki (Eds.): CSL 2004, LNCS 3210, pp. 1-5, 2004.
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for each input size. So let 4 = p,, be a probability distribution on {0, 1}". We should
think of 4 as a sequence of distributions, one for each n > 0. The pair (f, i) is called a
distributional problem. Informally, the problem reads as follows: given a random input
z € {0,1}™ drawn according to distribution ji,,, compute fy(z).

Levin’s Average Case. Let (f, ) be a distributional problem. Consider an algorithm
A computing f, and let 7' = T, : {0,1}"* — N be its running time on inputs of
length n. What should it mean that the running time 7" of A be polynomial on average
with respect to ©? The obvious immediate candidate definition would be this: there
exists a k > 1 such that E,[T] = O(n*) where E,, denotes expectation with respect
to u. Unfortunately, this simple definition suffers from a serious problem: the class
of functions that are polynomial on average under this definition is not closed under
polynomial images. Indeed, if we let u be the uniform distribution on {0, 1}", and let
T be such that T'(z) = n for all but one string zo in {0, 1}" for which T'(z¢) = 2™,
then E,[T] = O(n) while E,[T?] = §2(2"). This lack of robustness would spoil any
attempt to build a theory of polynomial reducibilities among distributional problems. A
satisfactory remedy to this was discovered by Levin and reformulated by Impagliazzo
for ensembles of distributions: we say that 7" is polynomial on average with respect
to p if there exists a k > 1 such that E,[T'/*] = O(n). It is now immediate from
this definition that the class of functions that is polynomial on average is closed under
polynomial functions. We say that a distributional problem ( f, 1) has a polynomial-
time on average algorithm if there exists an algorithm A for f whose running time is
polynomial on average with respect to p.

Impagliazzo’s Benign Algorithms. Let f = f, : {0,1}" — {0,1} be a Boolean
function. A prudent algorithm for f is one that, for every input z € {0,1}", outputs
either f(z) or ?. We should think of ? as a “don’t know answer”. Clearly, a prudent
algorithm is useful only if it rarely outputs 7. We say that a distributional problem ( f, 1)
has a polynomial-time benign algorithm if there exists a prudent algorithm A(z, §) for
f that is polynomial-time in |z| and 1/, and such that Pr,[A(z,6) = ?] < & where
Pr, denotes probability with respect to x. The last clause of this definition formalizes
the idea that the algorithm “rarely outputs 7”.

Impagliazzo [5] showed that the two notions introduced so far coincide, from which
we conclude that the concept is fairly robust. We reproduce the proof since it is infor-
mative.

Theorem 1 (Impagliazzo). Let (f, 1) be a distributional problem. Then, the following
are equivalent:

1. (f, 1) has a polynomial-time on average algorithm.
2. (f, ) has a polynomial-time benign algorithm.

Proof: We start by 1. implies 2.: Let E,[T'Y/*] < cn. By Markov’s inequality, we have
Pr,[T(z) > (tcn)*] < 1/t. Thus, for building a benign algorithm, it suffices to run the
polynomial-time on average algorithm for (cn/8)* steps, and if it does not terminate,
output 7. Next we show that 2. implies 1.: Suppose the benign algorithm runs in (n/4)*
steps. Run the benign algorithm with parameter § = 1/2, 1/4, 1/8, ... until an output
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different from ? is returned. Then, the expectation of the 2k-th root of the running time
of this algorithm is bounded by (2n)Y/2 4+ 1/2(4n)'/? + 1/4(8n)Y/2 + ... = O(n'/?)
since at most 1/2 of the inputs return ? in the first round, at most 1/4 in the second
round, and so on. O

Certification Algorithms. Let (f, ©) be a distributional problem. A sound algorithm
for f is one that, for every input z € {0, 1}", if it outputs 1, then indeed f(z) = 1.
Clearly, a sound algorithm A is useful only if it outputs 1 on a large fraction of the
“yes” instances, in other words, only if | Pr,[f(z) = 1] — Pr,[A(z) = 1]| is small. In
such cases we say that it is almost complete. We say that a distributional problem ( f, 1)
has a polynomial-time certification algorithm if there exists a sound algorithm A(z, §)
for f that is polynomial in |z| and 1/, and such that | Pr,[f(z) = 1] — Pr,[A(z) =
1]| < 6. The last clause of this definition formalizes the idea of almost completeness.
The relationship is now very easy to see:

Lemma 1. Let (f, 1) be a distributional problem. Then, if (f, 1) has a polynomial-time
benign algorithm, then (f, ) has a polynomial-time certification algorithm.

Proof: Let A(z, §) be the benign algorithm. Consider the following algorithm B(z, §):
run the benign algorithm A(z, §), and if it outputs ?, output 0. Clearly, B(z, §) is sound.
Moreover, by soundness, we have | Pr,(f(z) = 1] — Pr,[B(z, §) = 1]| = Pr,[f(z) #
B(z, )] which in turn is bounded by Pr,[A(z,d) =7] < 6.0

If we put Theorem 1 and Lemma 1 together we see that if (f, 1) has a polynomial-
time on average algorithm, then (f, 1) has a polynomial-time certification algorithm.
In the contrapositive form, if (f, u) is hard to certify, then (f, 1) is hard on average.
Although we do not know whether the converse relationship holds in general, we note
in the next section that it holds for the particular case of random 3-SAT.

3 Random 3-SAT

Let z1,...,z, be n propositional variables. A literal is a variable or its negation. A
3-clause is a tuple of three literals. A 3-CNF formula is a set of 3-clauses. Note that
the number of 3-clauses is exactly (2n)3. Thus, a 3-CNF formula can be encoded by a
binary string of length (2n)® denoting which clauses are present and which are not.

There are several probability distributions that have been considered in the literature.
The one we adopt here is inspired from the theory of random graphs. The distribution
4 = iy is parameterized by a real number p = p, in (0,1) and consists in choos-
ing each clause with independent probability p. This probability model is sometimes
referred to as the model A. The model B considers the number of clauses m as fixed
and chooses the formula uniformly within that set. Both these models have several vari-
ants according to whether clauses are ordered tuples or sets, and may, or may not, have
repeated and complementary literals. As in the random graph model, which model to
use is often a matter of convenience, and rarely an important issue as far as the results
are concerned.
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We are interested in the distributional problem (UNSAT, 1), where UNSAT =
UN S AT, is simply the unsatisfiability problem on 3-CNF formulas with n variables,
and p = p, is the probability distribution that we just described. Notice that here n is
not exactly the length of the input, but it is polynomially related. Notice also that x is
parameterized by p = p,, and the complexity of the distributional problem may very
well depend on p. As a matter of fact, when p is large, it can be seen that (UNSAT, p)
has a benign polynomial-time algorithm. Before proving that, we first show that for
all values of p that guarantee unsatisfiability of a random formula with overwhelming
probability, the three notions of average-case complexity considered so far coincide.

Theorem 2. Let p > (In2 + €)/n?, with € > 0. Then, the following are equivalent:

1. (UNSAT, p) has a polynomial-time on average algorithm.
2. (UNSAT, p) has a polynomial-time benign algorithm.
3. (UNSAT, u) has a polynomial-time certification algorithm.

Proof: By Theorem 1 and Lemma 1, it suffices to show that 3. implies 1. Let A(z, §) be
the certification algorithm. Assume its running time is (n/8)*. Consider the following
algorithm. Run the certification algorithm with parameter 6 = 1/2, 1/4, 1/8,... until
either “unsatisfiable” is returned, in which case we return “unsatisfiable” as well, or
the parameter becomes smaller than 27", in which case we run through all 2™ truth
assignments to check whether F' is satisfiable or not. By soundness of the certification
algorithm, it is clear that this algorithm is correct. Let us estimate the expectation of the
r-th root of its running time for a constant r to be determined later.

When p > (In 2+€)/n?, the probability that a random formula is satisfiable is 277
for some constant v > 0, as it is easy to see. Let us consider the set of “satisfiable”
instances. For those instances, the running time of the algorithm can only be bounded
by

i(2in)k + gcn

=1

for some constant ¢ > 1, which is time 295" for some other constant d > ¢. Hence, the
“satisfiable” instances contribute to the expectation of the 7-th root of the running time
by at most 2-7"2%7/7 L et us now turn to the contribution to the expectation of the
“unsatisfiable” instances. The expectation of the r-th root of the running time for those
instances is bounded by

(2n)k/r it 2—1(4n)k/r - 2—2(8n)k/r T 2—n+1(2nn)k/r + 2—n(2cn)l/r

since at most 1/2 of the “unsatisfiable” instances miss the first round, at most 1/4 of
those miss the second round, and so on, until at most 1/2™ of the instances miss all
rounds in which case the algorithm goes on to cycle through all 2™ truth assignments in
time 2°". It is now straightforward to see that if we take r large enough, say r > dk/~,
then the total expectation of the r-root of the running time is O(n). O

In general, the proof technique of this result applies to any distributional problem for
which the “no” instances represent a fraction that is inversely polynomial with respect
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to the worst-case running time that it is required to solve the problem. Let us conclude
this paper with the promised benign algorithm when p is large. The reader will notice
that the proof below resembles the arguments in [1].

Theorem 3. Let p = w(1/n). Then (UNSAT, p) has a polynomial-time benign algo-
rithm.

Proof Sketch: Consider the following algorithm. Let F' be the input 3-CNF formula and
let & be the error parameter. Let v > 0 be a small constant to be determined later. If
0 < 277", simply run through all 2™ truth assignments to check whether F' is satisfiable
or not. If § > 277", find the most popular variable x in F'. Consider the set of 2-clauses
in F|z=0 and F|;=1, and run a polynomial-time 2-SAT algorithm on the resulting 2-
CNF formulas. If both are unsatisfiable, report “unsatisfiable”. Otherwise, output 7.

It should be clear from its definition that the algorithm is prudent. It is also clear that
the running time of the algorithm is polynomial in n and 1/6. Indeed, when § < 277,
the running time is 2°(™) which is polynomial in 1/8, and in the other case the running
time is polynomial in n. Let us argue that the probability that it outputs ? is smaller than
0. When § < 277, the algorithm never outputs 7. So let us assume that § > 2~ Each
variable appears in ©(n?) clauses. Hence, the expected number of occurrences of each
variable is ©(n?p), which is w(n) since p = w(1/n). It follows from concentration
bounds that the probability that a particular variable appears less than half this number
of times is e~“(™), Thus, by Markov’s inequality, the probability that some variable
appears w(n) times is at least 1 — ne~“(™). The number of 2-clauses in F|,—o and
F|z=1 is thus w(n) with at least that much probability. Moreover, the resulting 2-CNF
formulas are random, so the probability that one of them is satisfiable is bounded by
279, as is well-known. All in all, the probability that the algorithm does not report
“unsatisfiable” is bounded by 2~("). Thus, the probability that the algorithm outputs
? is bounded by § since § > 277™. Here 7 is chosen to be the hidden constant in the
2=9() bound. O

It follows from this result and Theorem 1 that when p = w(1/n), the distributional
problem (UN S AT, 1) is solvable in polynomial-time on average in the sense of Levin.
For p = O(1/n%/2=¢), recent work has focused on certification algorithms [3]. For
p = O(1/n?), the problem is widely open.
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