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Preface

This volume contains the proceedings of the 21st International Conference on
Automated Deduction, which was held July 17-20, 2007 at the Jacobs University
in Bremen, Germany. CADE is the major forum for the presentation of research
in all aspects of automated deduction. There were also a number of affiliated
workshops on the days preceding CADE, which helped to make the conference
a success.

A total of 28 regular papers and 6 system descriptions were selected for
presentation from 64 submissions. Each submission was reviewed by at least 4
members of the Program Committee, with the help of 115 external referees. I
would like to thank all the members of the Program Committee for their diligent,
careful, and timely work and thoughtful deliberations, and Andrei Voronkov for
providing the EasyChair system which greatly facilitated the reviewing pro-
cess, the electronic Program Committee meeting, and the preparation of the
proceedings.

In addition to the contributed papers, the program contained four invited
talks by Peter Baumgartner, Rustan Leino, Colin Stirling, and Ashish Tiwari.
I would like to thank the invited speakers not only for their presentations, but
also for contributing abstracts or full papers to the proceedings.

During the conference, the 2007 Herbrand Award for Distinguished Contri-
butions to Automated Reasoning was given to Alan Bundy in recognition of his
outstanding contributions to proof planning and inductive theorem proving, as
well as to many other areas of automated reasoning and artificial intelligence.

Many people helped to make CADE-21 a success. I am particularly grateful to
Michael Kohlhase (Conference Chair), Christoph Benzmiiller (Workshop Chair),
Amy Felty (CADE Secretary and Publicity Chair), Geoff Sutcliffe (CASC Chair),
and all the individual workshop organizers.

May 2007 Frank Pfenning
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Games, Automata and Matching

Colin Stirling

School of Informatics
University of Edinburgh
cps@inf.ed.ac.uk

Higher-order matching is the problem given t = u where ¢, u are terms of simply
typed A-calculus and u is closed, is there a substitution 6 such that ¢t 8 and u have
the same normal form with respect to An-equality: can ¢ be pattern matched to
u? The problem was conjectured to be decidable by Huet [4]. Loader showed
that it is undecidable when (-equality is the same normal form by encoding
A-definability as matching [6].

In previous work, we confirm Huet’s conjecture [12]: a full (and very com-
plicated) proof is in the long version of [12] available from the author’s web
page. It first appeals to Padovani’s and Schubert’s reduction of matching to the
conceptually simpler (dual) interpolation problem [9,8]. It is then inspired by
model-checking games (such as in [10]) where a model, a transition graph, is tra-
versed relative to a property and players make choices at appropriate positions.
We define a game where the model is a closed A-term ¢ and play moves around
it relative to a (dual) interpolation problem P. The game captures the dynam-
ics of B-reduction on ¢ without changing it (using substitution). Unlike standard
model-checking games, play may arbitrarily jump around a term because of bind-
ing. The principal virtue of the game is that small pieces of a solution term can
be understood in terms of their subplays and how they, thereby, contribute to
solving the problem P. Simple transformations on terms are defined and combi-
natorial properties shown. Decidability of matching follows from the small model
property: if there is a solution to a problem then there is a small solution to it.
The proof of this property uses “unfolding” a A-term with respect to game play-
ing, analogous to unravelling a transition system in modal logic, followed by its
inverse refolding.

In the talk our interest is with a different, although related, question: can we
independently characterize the set of all solution terms to an interpolation prob-
lem? Part of the hope is that this may lead to a simpler proof of decidability of
matching. Again, we start with the term checking game. However, we slightly re-
formulate it and show that it underpins an automata-theoretic characterization
relative to resource: given a problem P, a finite set of variables and constants the
(possibly infinite) set of terms that are built from those components and that
solve P is regular. The characterization uses standard bottom-up tree automata.
The states of the automaton are built from abstractions of sequences of moves in
the game. The automaton construction works for all orders. Comon and Jurski
define tree automata that characterize all solutions to a 4th-order problem [2].
The states of their automata appeal to Padovani’s observational equivalence
classes of terms [8]. To define the states of their automata at higher-orders, one
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would need to solve the problem of how to quotient the potentially infinite set
of terms into their respective finite observational equivalence classes: however,
as Padovani shows this problem is, in fact, equivalent to the matching problem
itself. Ong shows decidability of monadic second-order logic of the tree gener-
ated by an arbitrary higher-order scheme [7]. The proof uses a game-semantic
characterization of a scheme as an infinite A-term. A property, expressed as an
alternating parity tree automaton, of the tree has to be transferred to the infi-
nite term. A key ingredient of the transition from game to automaton is Ong’s
abstraction “variable profile” that captures a sequence of back-and-forth play
jumping in a term which is also central to our analysis.

References

1. Comon, H., Dauchet, M., Gilleron, R., Jacquemard, F., Lugiez, D., Tison, S.,
Tommasi, M.: Tree Automata Techniques and Applications. Draft Book (2002)
http://13ux02.univ-1ille3.fr/tata/

2. Comon, H., Jurski, Y.: Higher-order matching and tree automata. In: Nielsen, M.
(ed.) CSL 1997. LNCS, vol. 1414, pp. 157-176. Springer, Heidelberg (1998)

3. Dowek, G.: Higher-order unification and matching. In: Robinson, A., Voronkov, A.
(ed.) Handbook of Automated Reasoning, vol. 2, pp. 1009-1062, North-Holland
(2001)

4. Huet, G.: Resolution d’équations dans les langages d’ordre 1, 2, ... w. Theése de
doctorat d’etat, Universite Paris VII (1976)

5. Jung, A., Tiuryn, J.: A new characterisation of lambda definability. In: Bezem, M.,
Groote, J.F. (eds.) TLCA 1993. LNCS, vol. 664, pp. 245-257. Springer, Heidelberg
(1993)

6. Loader, R.: Higher-order B-matching is undecidable. Logic Journal of the
IGPL 11(1), 51-68 (2003)

7. Ong, C-H.L.: On model-checking trees generated by higher-order recursion
schemes. In: Procs LICS, pp. 81-90 (Longer version available from Ong’s web
page) (2006)

8. Padovani, V.: Decidability of fourth-order matching. Mathematical Structures in
Computer Science 10(3), 361-372 (2001)

9. Schubert, A.: Linear interpolation for the higher-order matching problem. In:
Bidoit, M., Dauchet, M. (eds.) CAAP 1997, FASE 1997, and TAPSOFT 1997.
LNCS, vol. 1214, pp. 441-452. Springer, Heidelberg (1997)

10. Stirling, C.: Modal and Temporal Properties of Processes. In: Texts in Computer
Science, Springer, Heidelberg (2001)

11. Stirling, C.: Higher-order matching and games. In: Ong, L. (ed.) CSL 2005. LNCS,
vol. 3634, pp. 119-134. Springer, Heidelberg (2005)

12. Stirling, C.: A game-theoretic approach to deciding higher-order matching. In:
Bugliesi, M., Preneel, B., Sassone, V., Wegener, I. (eds.) ICALP 2006. LNCS,
vol. 4052, pp. 348-359. Springer, Heidelberg (2006)



Formalization of Continuous Probability
Distributions

Osman Hasan and Sofiene Tahar

Dept. of Electrical & Computer Engineering, Concordia University
1455 de Maisonneuve W., Montreal, Quebec, H3G 1M8, Canada
{o_hasan, tahar}Qece.concordia.ca

Abstract. Continuous probability distributions are widely used to
mathematically describe random phenomena in engineering and phys-
ical sciences. In this paper, we present a methodology that can be used
to formalize any continuous random variable for which the inverse of the
cumulative distribution function can be expressed in a closed mathemat-
ical form. Our methodology is primarily based on the Standard Uniform
random variable, the classical cumulative distribution function properties
and the Inverse Transform method. The paper includes the higher-order-
logic formalization details of these three components in the HOL theorem
prover. To illustrate the practical effectiveness of the proposed method-
ology, we present the formalization of Exponential, Uniform, Rayleigh
and Triangular random variables.

1 Introduction

Theorem proving [7] is an interactive verification approach that can be used to
prove mathematical theorems in a computer based environment. Due to its in-
herent soundness, theorem proving is capable of providing precise answers and is
thus more powerful than testing or simulation-based system analysis techniques.
In this paper, we propose to perform probabilistic analysis within the environ-
ment of a higher-order-logic theorem prover in order to overcome the inaccuracy
and enormous CPU time requirement limitations of state-of-the-art simulation
based probabilistic analysis approaches.

The foremost criteria for constructing a theorem-proving based probabilistic
analysis framework is to be able to formalize the commonly used random vari-
ables in higher-order logic. This formalized library of random variables can be
utilized to express random behavior exhibited by systems and the corresponding
probabilistic properties can then be proved within the sound environment of an
interactive theorem prover. Random variables are basically functions that map
random events to numbers and they can be expressed in a computerized envi-
ronment as probabilistic algorithms. In his PhD thesis, Hurd [14] presented a
methodology for the verification of probabilistic algorithms in the higher-order-
logic (HOL) theorem prover [8]. Hurd was also able to formalize a few discrete
random variables and verify their corresponding distribution properties. On the
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other hand, to the best of our knowledge, no higher-order-logic formalization of
continuous random variables exists in the open literature so far.

In this paper, we propose a methodology for the formalization of continuous
random variables in HOL. Our methodology utilizes Hurd’s formalization frame-
work and is based on the concept of the nonuniform random number generation
[5], which is the process of obtaining random variates of arbitrary distributions
using a Standard Uniform random number generator. The main advantage of
this approach is that we only need to formalize one continuous random variable
from scratch, i.e., the Standard Uniform random variable, which can be used
to model other continuous random variables by formalizing the corresponding
nonuniform random number generation method.

Based on the above methodology, we now present a framework, illustrated in
Figure 1, for the formalization of continuous probability distributions for which
the inverse of the Cumulative Distribution Function (CDF) can be represented
in a closed mathematical form. Firstly, we formally specify the Standard Uni-
form random variable and verify its correctness by proving the corresponding
CDF and measurability properties. The next step is the formalization of the
CDF and the verification of its classical properties. Then we formally specify
the mathematical concept of the inverse function of a CDF. This formal speci-
fication, along with the formalization of the Standard Unform random variable
and the CDF properties, can be used to formally verify the correctness of the
Inverse Transform Method (ITM) [5], which is a well known nonuniform random
generation technique for generating nonuniform random variates for continuous
probability distributions for which the inverse of the CDF can be represented
in a closed mathematical form. At this point, the formalized Standard Uniform
random variable can be used to formally specify any such continuous random
variable and its corresponding CDF can be verified using the ITM.

The rest of the paper is organized as follows: In Section 2, we briefly review
Hurd’s methodology for the verification of probabilistic algorithms in HOL. The
next three sections of this paper present the HOL formalization of the three
major steps given in Figure 1, i.e., the Standard Uniform random variable, the
CDF and the ITM. In Section 6, we utilize the proposed framework of Figure

Formal Specification Formal Verification
in HOL in HOL

CDF,
Measurability

CDF Properties

Correctness Proof
of ITM

CDF,
Measurability

Fig. 1. Proposed Formalization Framework



