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CHAPTER ONE |
Elementary Matrix Algebra

Matrix algebra is a branch of linear algebra. Matrices (plural of matrix) are
useful in studying systems of linear equations and are used for formulation
and analysis of many subjects that arise in economics, business, the natural
sciences, the social sciences, and computer science. In this chapter we shall
study some of the fundamental rules, properties, and manipulations of matrix
algebra.

OBJECTIVES
When you complete this chapter you should be able to

® Identify the entries of a matrix and know how to perform the operations
of matrix addition and multiplication of a matrix by a number.

® Perform operations with column and row vectors.

® Multiply matrices.

® Apply matrix methods to practical situations, such as classification of
industrial and business data.

¢ Find the transpose of a matrix and understand its properties.

A. INTRODUCTION TO MATRICES

1. A matrix is a rectangular array of numbers.* The following are matrices:

6 4 5
@ [i g é:l ® [_i], © (7, 6 5}, @|2 1 -3
8 -2 7

* The “numbers” referred to here are to be considered as real numbers unless otherwise stated.
Often, when referring to real numbers, we shall omit the word real. Actually, most of the linear
algebra properties considered in this book apply equally well to complex numbers. A complex
number is a number of the form ¢ = a + ib, where a and b are real numbers and
where i = \/—1.

The decision to limit most of the development in this book to the real number case is based
on the fact that in the analysis of most practical situations through linear algebra, it will be
sufficient to use real numbers.
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The numbers in the matrix are called entries or elements. A matrix is said
to have a size m x n (or m by n), where m denotes the number of rows (hor-
izontal lines) and n denotes the number of columns (vertical lines).

For example, the size for the matrix cited as (a) above is 2 x 3. What are the
sizes for the other three preceding matrices?

(b) 2x1, (@ 1x3 (d3x3.

2. We will usually denote matrices by uppercase letters (A, B, M, etc.). Low-
ercase letters, such as q, b, ¢, r, ¢, usually will denote numbers; in discussions
on matrices it is common to use the word scalar for a number. In a general
discussion of a matrix A, we refer to the entry in row i and column j as a;,
which is read “a sub i,;.” Thus, the general 2 x 3 matrix A is written

A = [‘111 a2 a13]
Q21 Qg Qo3
For example, a,, is the entry in row 1 and column 2 and a,; is the entry in
row 2 and column 3. Here, a,; is read “a sub 2, 3.”

Note that the row label increases in the “top to bottom direction” (row 1,
row 2, etc.) while the column label increases in the “left to right” direction
(column 1, column 2, etc.). Thus, row 2 is the second horizontal line from the
top and column 3 is the third vertical line from the left.

Suppose the matrix cited as (d) in frame 1 is called B. Identify all the entries
of B by using the b, notation.

by, = 6,b, =4, b3 =5, bor = 2, by = 1,by3 = =3, b5, = 8, b3, = -2,
and b,; = 7. For example, by, = 8 is the entry in row 3 and column 1. -

3. Matrices arise in a natural way when one tries to record information that
involves a two-way classification of data. Suppose an appliance store stocks a
particular brand of television set in three sizes—small (12 inches), medium
(17 inches), and large (21 inches)—and in the two types—black & white and
color. The inventory (list of goods available in stock) at the end of May could
be recorded in matrix form as follows, where the matrix is arbitrarily denoted
as S:

Sm. Med. Lg.
S = 10 18 14| B&W
17 15 11 Color




ELEMENTARY MATRIX ALGEBRA 3

For example, s,, = 10 indicates the store has available 10 small, black &
white sets in stock, while s,; indicates that 11 large, color sets are in stock.
Interpret the entries s;; and sg,.

The s,, entry indicates 14 large, black & white sets in stock while the s;;
entry indicates 15 medium, color sets in stock.

4. 1If a2 matrix has m rows and n columns, we say the size of the matrix is
m %X n. Thus, matrices A and B have the same size if they have the same
number of rows, and columns, respectively. Two matrices A and B are said to
be equal, indicated by A = B, if they have the same size and if their corre-
sponding entries are equal.

For example,

. I 5 by 2 5
if A—[G 4 _9] and B_[S by, _9],

then for A and B to be equal, we must have b, = 7 and by, = 4.
Consider the three matrices C, D, and ¥ below. Indicate whether or not
equality exists between any pair. Give reasons for your answers.

S R S H

C # D (# means nof equal), since corresponding entries are not equal.
C +E, since C and E have different sizes; likewise, D # E.

-3 D
e B

5. A matrix with one row is called a row vecior. Thus, a row vector with &
entries is-the same as a 1 x 2 mairix. A matrix with one column is called a
column vector. Thus, a column vector with & entries is the same as a k& x 1
matrix.

We shall often denote vectors by lowercase letters with boldface type, as in
x or b. We read x as “vector x.” Other symbols used in practice are a letter
with an arrow above, as In ¢, a letter with a caret above, as in &, or a letter
with a bar above, as in ¢é.

The entries of vectors are often referred to as components. In addition, a
single subscript is usually used. Thus, for a k-component row vector a, we have
the symbolism

a = [ay, ay ..., a4l

where the components are separated by commas.
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The general k-component column vector b is denoted by

b,
by

b = where the components are b,, b,, etc.

by

Here, as for row vectors, we use a single subscript for components.
Which of the matrices of frame 1 are vectors?

[ _ Z] is a two-component column vector, and [7, 6, 5] is a three-component
row vector. If the latter is called ¢, then ¢; = 7, ¢, = 6, and ¢; = 5.

6. A zero vector is a vector for which every component is zero. We will denote
a zero vector by the boldface zero symbol, 0. Thus,

0= : and 0=[0105""0]

are symbols for a zero column vector and row vector, respectively. The number
of components, and whether a zero vector is a row or column vector, will be
clear from the nature of the discussion. A three-component zero column vector
is

Now we consider the definition for matrix addition (or sum).

Definition 1.1 (Matrix Addition):
Given two matrices A and B of the same size. The sum of A and B, written
as A + B, is the matrix obtained by adding corresponding entries of A and

B. Addition (i.e., sum) is not defined for matrices with different sizes.

Consider the 2 X 3 matrices A and B:

_[2 61 _[6 -3 4
A_[438]’ B‘[z 51]
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The row 1, column 1, entry of A + B is 2 + 6 = 8. Determine the entire
matrix A + B. :

_l2+6 6+(-3 1+4| |8 3 5
A+B"[4+2 3+5 8+l]_[689]

Here the size of A + B is also 2 x 3.

7. In general, if A and B are both m X n matrices, then the sum matrix
A + B will also be m x n.

Refer to the appliance store situation of frame 3, which presents the matrix
S, for television sets in stock at the end of May. Suppose the store gets a
shipment of television sets on June 1, as given by the matrix

Sm. Med. Lg.
J = 6 10 8| B&W
“ 18 12 7| Color

The matrix representing the total amounts of sets in stock after the shipment
arrives is given by S + J, where

Sm. Med. Lg.
_[16 28 22] B&w
S+dJ= [25 27 18] Color

Thus, for example, after the shipment arrives, there are 27 medium-sized,
color T.V’s in stock.

Certain properties for matrix addition follow directly from properties for
addition of numbers. These are summarized in the following theorem.

Theorem 1.1

For matrices A, B, and C, all of the same size,

(a) A+ B =B + A;i.e., addition of matrices is commutative.
(b) (A+B)+C=A+(B+C();i.e.,addition of matrices is associative.

Because of the equality in (b), we define the triple matrixsumA + B + C
as equal to the common value given in (b).

The proof of this theorem depends merely on the commutative and associ-
ative properties for addition of real numbers and the definition of matrix
addition.

=TT mmwr
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The parentheses in (A + B) + C means that first A and B are added, and
then the resulting matrix is added to C. Suppose

N
+
Z
+
Q
il

4 -3 8 2 10
(R ] R
112 -1 + 1 0f_ |13 -1
13 12 9 2 |12 14
Show that computation of A + (B + C) results in the same final matrix.

‘Note that the parentheses here means that first B and C are added and then
the resulting matrix is added to A.

[ ()
¢t e[

8. A matrix for which all the entries are zero is called a zero matrix and is
denoted by O. The following are zero matrices:

0 0 ‘
00], oo], [0000], 0]
[00 [00 00 0 0 [

The sizesare 2 X 2,3 x 2,2 x 4, and 1 X 1, respectively. If A is any matrix
and O is a zero matrix of the same size, then

b

+

C
+

P
|

A+0=0+A=A

Because of this last property, the matrix O can be thought of as the additive
identity for matrix addition. Note that the number 0 is the additive identity
for ordinary addition of numbers since & + 0 = 0 + k& = k for any number k.

Definition 1.2 (Scalar Multiplication):

The product of a scalar (number) k and a matrix A, written as kA, is the
matrix obtained by multiplying each entry of A by k.
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Thus, if A is a general 2 x 3 matrix, we have

EA = kl:an Q12 ‘113] = [kall ka, kals]

Qg1 Qg Qg3 kay,  kay, kagg

Note that A and kA will have the same size.

The negative of a matrix A, denoted by — A, is defined to be the scalar —1
times A. That is,

~A = (-DA

Suppose A = [? “g ;] Determine (a) 34, and (b) —A.

_ /6 5 4| |36 35 34| _|18 15 12
@) 34 = [1 -2 3]‘[3-1 3(-2) 3-3]‘[ 3 -6 9]'
_. 6 5 4] |-6 -5 -4
® -A= 1)[1 -2 3]‘[—1 2 —3]'

9. Next, we consider the definition for matrix subtraction.
Definition 1.3 (Matrix Subtraction):

The difference between matrices A and B of the same size, denoted by
A — B, and referred to as A minus B, is defined by A - B = A + (- B).
That is, A ~ B is equivalent to adding A and (—B).

Suppose that A = [? _g g] and B = [g ? ?] Determine (a) —B,

(b)A — B,and (¢c) A — A.

,.\
o
Nt
S
|
o]
Il
S
+
—_
I
o)
N’
|
—
(=]
Ut
N
g
—
|
w
|
02]
|
o
-

_|6+(-6 5+ (-5 4+(-4|_|0 0 0
© A‘A‘[1+(—1) (~2) + 2 3+(—3)] [ ]




8 LINEAR ALGEBRA

10. Note that for any matrix A, we have that A — A is the zero matrix of
the same size. Observe that a similar result holds with respect to numbers,
namely, that £ — & = 0, for any number k. Also, observe that the difference
A — B can be calculated by subtracting each entry of B from the corresponding
entry of A. Thus, for the previous example,

_|6 5 4[_(385_| 38 -3 -1
A_B"[1 -2 3] [211]*[—1 -3 2]

Several properties involving multiplication of a matrix by a scalar are given
in the next theorem.

Theorem 1.2

For matrices A and B of the same size, and for any two scalars . and k&,
the following rules hold: :

(@) (h + R)A = hA + A,
(b) R(A + B) = hA + hB,
(©) hE(A) = h(RA).

Verify property (b) with respect to the matrices A and B of frame 9 if 4 = 3.
The left side of (b) indicates that you should first form the matrix sum A + B
and then multiply by 3, while the right side of (b) indicates that you should
first form the matrices 3A and 3B and then add 34 and 3B together.

6 5 4], [385

1 -2 3|21 1
_gfo 13 9] _[2r 89 2
=33 -1 4] |9 -3 12

6 5 4 385

[1 -2 3}*3[211]

_[18 15 12] _ [9 24 15
|3 -6 9 6 3 3
7
9

39 27]

Left side: 3(A + B) =

[
o

Il
o

Right side: 3A + 3B

-3 12

We end up with the same matrix, thus verifying property (b) of Theorem
1.2 for the particular matrices and the scalar 3.
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11. We don’t want to forget that one of the reasons we study matrices is
because of their practical applications. We have already focused on two prac-
tical examples dealing with using matrices for a two-way classification of data
(frames 3 and 7). Now we will make use of matrices S and J listed in frames
3 and 7 in another practical application. These matrices represent the inven-
tory at the end of May and the shipment arriving in June, respectively. Suppose
we let the matrix D represent the television sets sold during the month of
June. For example, suppose

Sm. Med. Lg.
p_|[9 19 17] Bew
|16 21 16| Color

This indicates that 9 (="d,;) small, black & white and 21 (= d,;) medium-
sized, color T.V.’s are sold during June, for example. It should be clear that
the matrix given by S + J — D represents the inventory of T.V. sets at the
end of June. (Recall that inventory refers to goods in stock.) Determine the
matrix S + J — D and interpret several entries in the matrix. (Note that one
way of computing the entries of S + J — D is by first adding corresponding
entries of S and J and then subtracting the corresponding entry of D.)

_[10 18 14]  [6 10 8 9 19 17
S+J'D‘[17 15 11]+[8 12 7]—[16 21 16]

Sm. Med. Lg.

[7 9 5] B&w
109 6 2 Color

As a partial interpretation, we see there will be nine medium-sized, black
& white T.V. sets and two large, color sets left in stock at the end of June.

B. MATRIX MULTIPLICATION

12. We shall now define what is meant by matrix multiplication. Let A and
B be matrices in which the number of columns of A is equal to the number of
rows of B. Then AB, which is read as the product of A and B (or A times B),
is a matrix that has the same number of rows as A and the same number of
columns as B.

mr T - o e .
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Definition 1.4 (Matrix Multiplication):

Suppose A is m x p and B is p X n. Then the product matrix AB is an
m X n matrix. Let us temporarily rename AB as C. The computation of ¢,
the entry in the ith row (i.e., row i) and jth column (i.e., column j) of matrix
C, is indicated as follows:

i = ailblj + ai2b2j + -+ aipbp'

There are p terms in this sum. A schematic diagram showing this multi-
plication appears on Figure 1.1.

an ay, b,, bn b,,
. bZI
a; a, a:p| : =
am Amp bp| bm bo"
Cy =+ 0 G
C
Coi = = " Cun

¢, = azb, + ayb, + -+ + a,b

in™pi

FIGURE 1.1 Matrix multiplication: C = AB.

As indicated by the boxed-in strips in Figure 1.1, to find the entry c,; we
multiply the corresponding entries of row i of A and column j of B and add
the resulting products.

Notes: (a) If the number of columns of A is not equal to the number of rows
of B—for example, if A is m X p and B is r x n, where p # r—then the
product AB is not defined.

(b) The product BA is usually not equal to the product AB. In fact, if A
ism x pandBisp X n,and m is unequal to n, then AB is an m X n matrix
but BA is not even defined.

e e el e .
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The following example will illustrate matrix multipliction.

Example: Suppose the 3 x 2 matrix A and 2 X 4 matrix B are given as
follows:

1 2
7 8 91
A=13 4|, B=[ ]
|:5 6] 2 3 45

Determine the product matrix C = AB.

Solution: First, observe that C willbe 3 x 4,since Ais3 x 2andBis2 x 4.

Also, observe that the matrix product BA is not defined, since the number -

of columns of B (4) is not equal to the number of rows of A (3).

For the calculation of cy3, we form products between the entries in row
2 of A and column 3 of B and then add the products. Thus,

Co3 = 3-94+4-4=27+ 16 = 43

For another example, c,, is computed from products between the entries
of row 1 of A and column 1 of B. Thus,

c;;=1-"7+2-2=7+4=11

cp=1-8+2-3

8 +6 = 14.

Compute the rest of the entries of the matrix AB = C and display the
matrix AB.

Some of the calculations of typical entries are as follows:

s =3-1+4-5=3+20=23
cs; =5-7+6-2=235+ 12 = 47
Cis =5-9 +6-4 =45+ 24 = 69

Thus, matrix C = AB is the following 3 x 4 matrix:

11 14 17 11
AB =129 36 43 23

47 58 69 35
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13. Here are further notes on the characteristics of matrix mulfiplication.

Notes: (i) Suppose A is m x p. Then both AB and BA will be defined if B
is p X m. In this case, AB will be m x m and BA will be p X p. (ii) If A
and B are both m x m, then AB and BA both will be defined and will have
the same size, namely, m x m. Usually, for this case, AB will not equal BA.

For example, if A = [é Z] and B = [g ?], you should verify that

_[10 4 _[10 16} .
AB = [24 10] and BA = [ 6 10],that is, AB + BA.

The following theorem summarizes several rules of matrix multiplication.
It is assumed that the products and sums are defined.

Theorem 1.3

Matrix multiplication satisfies the following properties:

(a) (AB)C = A(BC) (Associative Law)

(b) A(BB + C) = AB + AC (Left Distributive Law)
(¢ (B+CA=BA+CA (Right Distributive Law)
(d) k(AB) = (kA)B = A(kB), where k is a scalar

Note: Because of property (a), we define the triple matrix product ABC as
equal to the common value given in (a): thus, ABC = (AB)C = A(BC).

Suppose matrices A, B, and C are given by

S R IR i

Verify properties (a) and (b) of Theorem 1.3 for these matrices. To help you
get started, note that the formulation (AB)C implies that first the matrix
product AB is computed and then AB is multiplied times C.

Thus,

AB = 11 +22 13+24( 15 11
“]101+32 03+34| |6 12

Then,

|5 11|j2 -3 _ |52+ 114 5«(-3) + 111
(AB)C = [6 12][4 1] - [6-2 +124 6(-3) + 12-1]




