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Preface

As information technologies (IT) become specialized and fragmented, it is easy
to lose sight that many topics in IT have common threads and because of this,
advances in one sub-discipline may transmit to another. The presentation of
results between different sub-disciplines of IT encourages this interchange for
the advancement of IT as a whole. Of particular interest is the hybrid approach
or combining ideas from one discipline with those of another to achieve a result
that is more significant than the sum of the individual parts. Through this
hybrid philosophy, a new or common principle can be discovered which has the
propensity to propagate throughout this multifaceted discipline.

This volume comprises the selection of extended versions of papers that were
presented in their shortened form at the 2006 International Conference on Hybrid
Information Technology (http://www.sersc.org/ICHIT2006/). Sixty-four papers
out of the 235 that were published in ICHIT 2006 electronic proceedings were
deemed suitable for inclusion in this volume, in a selection that was guided by
technical quality and relevance to the balance of topics in hybrid information
technology. The conference reflected a change in the thinking of scientists and
practitioners, who now tend to join their efforts within multidisciplinary projects.
As a consequence, the readers may observe that many papers might conceivably
be classified into more than one chapter, given their interdisciplinary scope. The
contributions in this monograph are clustered into six chapters: Data Analysis,
Modeling, and Learning (11 papers); Imaging, Speech, and Complex Data (11
papers); Applications of Artificial Intelligence (11 papers); Hybrid, Smart, and
Ubiquitous Systems (11 papers); Hardware and Software Engineering (9 papers);
as well as Networking and Telecommunications (11 papers).

We would like to acknowledge the great effort of all in the ICHIT 2006 Inter-
national Advisory Board and members of the International Program Committee
of ICHIT 2006, as well as all organizations and individuals who supported the
idea of publishing these advances in hybrid information technology, including
SERSC (http://www.sersc.org/) and Springer. We strongly believe in the need
for continuing this undertaking in the future, in the form of a conference, journal,
or book series. In this respect we welcome any feedback.

October 2007 Marcin Szczuka
Daniel Howard

Dominik Slezak

Haeng-kon Kim

Tai-hoon Kim

Il-seok Ko

Geuk Lee

Peter Sloot
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Abstract. In many classification problems, some classes are more im-
portant than others from the users’ perspective. In this paper, we in-
troduce a novel approach, weighted classification, to address this issue
by modeling class importance through weights in the [0,1] interval. We
also propose novel metrics to evaluate the performance of classifiers in
a weighted classification context. In addition, we make some modifica-
_tions to the ART" classification model [1] in order to deal with weighted
classification.

1 Introduction

Classification is an extensively studied problem in Machine Learning research.
Despite this, many classification problems exhibit specific features that render
most classification models ineffective. Several models have been proposed to deal
with class attribute peculiarities:

— In smbalanced classification [7] (8] problems, some classes are supported by a
very low number of examples. Unfortunately, traditional classification models
tend to ignore such classes, no matter what their importance is.

— Cost-sensitive classification [4] [5] [6] models take into account misclassifica-
tion costs. These models are useful when the cost of a false positive is not
the same for every class.

— Subgroup discovery [9]: In this case, there is only a class that is important
for the expert. The aim of subgroup discovery is finding the most interesting
subgroups of examples according to statistical criteria.

In this paper, we focus on a class attribute feature that is ignored by tradi-
tional classification models: the relative importance of each class.

2 The Weighted Classification Problem

Each class in a classification problem may have a different degree of importance.
In some situations, the user might be interested in achieving the maximum possi-
ble accuracy for specific classes while keeping the classification model complexity

' ART in this paper stands for Association Rule Tree, not to be confused with Adap-
tive Resonance Theory - a paradigm commonly associated with Artificial Neural
Networks.

M.S. Szczuka et al. (Eds.): ICHIT 2006, LNAI 4413, pp. 1-10, 2007.
© Springer-Verlag Berlin Heidelberg 2007
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to a minimum, even at the cost of lower accuracy for less important classes. She
might also desire a minimum model complexity while preserving a reasonable
accuracy level, even for the most important classes. Moreover, different users
could attach different importance degrees to each class depending on their per-
sonal goals even for the same problem.

Therefore, we need classification inducers that take class importance into ac-
count when building classification models. In order to represent the relative
importance of each class, we can resort to relative weights w; for each class.
For the sake of simplicity, we will assume that the weights w; are floating-point
values between 0 and 1. These values can always be normalized.

In this work, we focus on getting classification models as simple as possible
for the important classes without penalizing classification accuracy. If we were
only interested in classification accuracy, existing models could have been used.
In particular, we could have used a cost-sensitive model [4] by defining a cost
matrix, which would have reflected the relative importance of each class. How-
ever, classifier complexity is also a fundamental issue in supervised learning,
since complexity is closely related to interpretability. A classifier might be use-
less from a practical point of view if it reaches a good accuracy level but is too
complex to be understood by the decision makers who need a rationale behind
their decisions.

In particular, weighted classification models (that is, classification models built
by taking class weights into account) can be useful in situations such as the ones
described by the following examples from the UCI Machine Learning reposi-
tory [10]:

— Extreme classes problems: In some problems, experts could be specially
interested in properly classifying ‘extreme’ classes, i.e. classes whose im-
portance is paramount in the decision making process. For example, when
dealing with the CAR data set, we could be interested in getting clear rules
for good cars in order to recommend them (and for bad ones in order to
avoid them).

It should be noted that cost-sensitive classification could have also been
used in this problem, since the expert might be interested in not mistaking
a bad car for a good one, regardless of the required classifier complexity.

— Two-class problems: In binary classification problems, it is relatively com-
mon for the proper description of one class to be much more important than
the other’s for providing the rationale behind a given decision. For example,
in the ADULT data set, where the class attribute is personal income, with
values >50K and <=50K, a tax inspector might be more interested in people
who earn more money in order to perform a financial investigation.

— Classes and ontologies: When the classes in a classification problem can
be organized somehow, we can also resort to importance degrees in order
to focus on related classes that might be specially relevant for the user. For
example, a use hierarchy can be defined for the 6-class GLASS data, set: three
kinds of glass are used to make windows (one for vehicle windows, two for
building windows), while the other three have other applications (containers,
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tableware, and headlamps). If we were interested in identifying glass from a
broken window, we could assign high importance degrees to all the kinds of
glass used to make windows.

After the definition of weighted classification and the study of potential appli-
cation areas, we face the problem of evaluating weighted classification models.
In this paper, we propose two metrics that take into account class importance.
They might be helpful when evaluating the accuracy and complexity of weighted
classifiers:

— Classifier accuracy is the main goal of any classification system. In weighted
classification problems, we recommend the use of the following weighted

accuracy measure:
#classes

wAcc = Z w; - acc(t) (1)
i=1
where acc(i) is the average accuracy for the i-th class, w; is the weight for
the i-th class, and #classes is the number of classes.

— We also propose an analogous weighted complexity measure for evaluating
classifier complexity, which is closely related to its understandability and
interpretability:

#classes
wOpacity = Z wj - opacity(i) (2)
i=1
where opacity(i) is the value of the complexity measure for the -th class. For
instance, opacity(i) might represent the average depth for nodes belonging
to the i-th class in a decision tree. In this case, the complexity measure for
i-th class can be defined as follows:

z.’téclass(i) ZGUEZ(‘T)
freq(i)
where level(x) is the depth of the leave corresponding to the example z,

freq(i) is the number of examples belonging to i-th class, and class(i) is the
set of examples belonging to the i-th class.

opacity(i) = depth(i) = (3)

A weighted classifier should be evaluated according to these measures. An
optimal classifier would optimize all of them at the same time, although this
multi-objective optimization is not always possible, so we will usually have to
achieve a trade-off between accuracy and complexity.

3 Adapting ART for Weighted Classification

In this paper, we show how standard classification models can be adapted for
dealing with class weights. In particular, we focus on the ART classification
model [1]. ART, which stands for Association Rule Tree, is a Separate and Con-
quer algorithm that is suitable for Data Mining applications because it makes
use of efficient association rule mining techniques.
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The special kind of decision list ART obtains can be considered as a degener-
ate, polythetic decision tree. The ART algorithm outline is shown in Figure 2.
Unlike traditional TDIDT algorithms, ART branches the decision tree by simul-
taneously using several attributes.

Internally, ART makes use of association rules in order to find good descrip-
tions of class values. When evaluating candidate rules, the classical confidence
measure used in association rule mining is employed to rank the discovered rules,
even though alternative criteria might be used [2].

Once ART discovers potentially useful classification rules, they are grouped
according to the attributes in their antecedents, as shown in Figure 1. A rule se-
lection mechanism is also necessary for choosing one of the resulting rule groups.
The chosen group is used to branch the decision tree and the whole process is
repeated for the remaining examples.

{A3& By — C1, B4&Cy — Cs, As&By — Ca, Bo&Cy — Ci, Ax&Cy — C}

U
{As&Bs — C1, As&By — Cy}
{34&02 — 02, Bo&Cl — 01}
{AQ&CQ — Cl}

Fig. 1. Grouping rules with compatible antecedents

In the following sections, we propose some modifications to the rule evaluation
and rule selection criteria used by the ART algorithm in order to deal with
weighted classification problems.

3.1 Weighted Selection Criterion

As we have mentioned before, a selection criterion is needed when alternative sets
of rules are considered good enough to branch the tree. In ART, the criterion
is based on the support of the rules belonging to the group. The best set of
rules is the set that covers the maximum number of examples. However, this
approach does not take the weights of the rules into account. We propose a
modified criterion, which we call weighted coverage:

weightedCoverage(RuleSet) = Z support(r) - w(r)
r€RuleSet

where w(r) is the weight of the class in the consequent of the rule r and
support(r) is the number of examples supporting the rule . In some sense,
this is similar to the idea used in boosting algorithms such as AdaBoost (3].

By using weighted coverage, the set of rules that cover a larger number of more
important classes is preferred over other sets. Since such a set will be selected
as soon as possible, its level in the tree will tend to be lower and, therefore, the
classifier opacity is expected to be reduced.



