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Preface

This book is intended to provide a comprehensive coverage of digital commu-
nication systems for senior-level undergraduates, first-year graduate students, and
practicing engineers. Even though the emphasis of the book is on digital com-
munications, necessary analog fundamentals are included, since analog wave-
forms are used for the radio transmission of digital signals.

The key feature of a digital communication system is that it deals with a
finite set of discrete messages, in contrast to an analog communication system in
which messages are defined on a continuum. The objective at the receiver of the
digital system is not to reproduce a waveform with precision; it is, instead, to
determine from a noise-perturbed signal which of the finite set of waveforms had
been sent by the transmitter. In fulfillment of this objective, an impressive as-
sortment of signal processing techniques has arisen over the past two decades.

The book develops these important techniques in the context of a unified
structure. The structure, in block diagram form, appears at the beginning of each
chapter; blocks in the diagram are emphasized, as appropriate, to correspond to
the subject of that chapter. Major purposes of the book are (1) to add organization
and structure to a field that has grown rapidly in the last two decades, and (2) to
ensure awareness of the ‘‘big picture’’ even while delving into the details. The
signals and key processing steps are traced from the information source through
the transmitter, channel, receiver, and ultimately to the information sink. Signal
transformations are organized according to functional classes: formatting and
source coding, modulation, channel coding, multiplexing and multiple access,
spreading, encryption, and synchronization. Throughout the book, emphasis is
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placed on system goals and the need to trade off basic system parameters such
as signal-to-noise ratio, probability of error, and bandwidth (spectral) expenditure.

ORGANIZATION OF THE BOOK

It is assumed that the reader is familiar with Fourier methods and convolution.
Appendix A reviews these techniques, emphasizing those properties that are par-
ticularly useful in the study of communication theory. It is also assumed that the
reader has a knowledge of basic probability and has some familiarity with random
variables. Appendix B builds on these disciplines for a short treatment on statis-
tical decision theory with emphasis on hypothesis testing—so important in the
understanding of detection theory. Chapter 1 introduces the overall digital com-
munication system and the basic signal transformations that are highlighted in
subsequent chapters. Some basic ideas of random variables and the additive white
Gaussian noise (AWGN) model are reviewed. Also, the relationship between
power spectral density and autocorrelation, and the basics of signal transmission
through linear systems, are established. Chapter 2 covers the signal processing
step, known as formatting, the step that renders an information signal compatible
with a digital system. Chapter 2 also emphasizes the transmission of baseband
signals. Chapter 3 deals with bandpass modulation and demodulation techniques.
The detection of digital signals in Gaussian noise is stressed, and receiver optim-
ization is examined. Chapter 4 deals with link analysis, an important subject for
providing overall system insight; it considers some subtleties usually neglected
at the college level. Chapters 5 and 6 deal with channel coding—a cost-effective
way of providing improvement in system error performance. Chapter 5 empha-
sizes linear block coding, and Chapter 6 emphasizes convolutional coding.

Chapter 7 considers various modulation/coding system trade-offs dealing
with probability of bit error performance, bandwidth efficiency, and signal-to-
noise ratio. Chapter 8 deals with synchronization for digital systems. It covers
phase-locked-loop implementation for achieving carrier synchronization; bit syn-
chronization, frame synchronization, and network synchronization; and some fun-
damentals of synchronization as applied to satellite links.

Chapter 9 treats multiplexing and multiple access. It explores techniques
that are available for utilizing the communication resource efficiently. Chapter
10 introduces spread-spectrum techniques and their application in such areas as
multiple access, ranging, and interference rejection. This technology is particu-
larly important for most military communication systems. The subject of source
coding in Chapter 11 deals with data formatting, as is done in Chapter 2; the main
difference between formatting and source coding is that source coding additionally
involves data redundancy reduction. Rather than considering source coding im-
mediately after formatting, source coding has purposely been treated in a later
chapter. It is felt that the reader should be involved with the fundamental pro-
cessing steps, such as modulation and channel coding, early in the book, before
examining some of the special considerations of source coding. Chapter 12 covers
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some basic encryption/decryption ideas. It includes some classical encryption
concepts, as well as some of the proposals for a class of encryption systems called
public key cryptosystems.

If the book is used for a two-term course, a simple partitioning is suggested:
the first six chapters to be taught in the first term, and the last six chapters in the
second term. If the book is used for a one-term only course, it is suggested that
the course material be selected from the following chapters: 1, 2, 3, 4, 5, 6, 8,
and 10.
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