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Preface

This volume contains the papers presented at the 16th Annual International
Conference on Algorithmic Learning Theory (ALT 2005), which was held in Sin-
gapore (Republic of Singapore), October 8-11, 2005. The main objective of the
conference is to provide an interdisciplinary forum for the discussion of the the-
oretical foundations of machine learning as well as their relevance to practical
applications. The conference was co-located with the 8th International Confer-
ence on Discovery Science (DS 2005). The conference was also held in conjunction
with the centennial celebrations of the National University of Singapore.

The volume includes 30 technical contributions, which were selected by the
program committee from 98 submissions. It also contains the ALT 2005 invited
talks presented by Chih-Jen Lin (National Taiwan University, Taipei, Taiwan)
on “Training Support Vector Machines via SMO-type Decomposition Methods,”
and by Vasant Honavar (Iowa State University, Ames, Iowa, USA) on “Algo-
rithms and Software for Collaborative Discovery from Autonomous, Semantically
Heterogeneous, Distributed, Information Sources.” Furthermore, this volume in-
cludes an abstract of the joint invited talk with DS 2005 presented by Gary
L. Bradshaw (Mississippi State University, Starkville, USA) on “Invention and
Artificial Intelligence,” and abstracts of the invited talks for DS 2005 presented
by Ross D. King (The University of Wales, Aberystwyth, UK) on “The Robot
Scientist Project,” and by Neil Smalheiser (University of Illinois at Chicago,
Chicago, USA) on “The Arrowsmith Project: 2005 Status Report.” The com-
plete versions of these papers are published in the DS 2005 proceedings (Lecture
Notes in Computer Science Vol. 3735).

Since 1999, ALT has been awarding the E. Mark Gold Award for the most
outstanding paper by a student author. This year the award was given to Rotem
Bennet for his paper, “Learning Attribute-Efficiently with Corrupt Oracles,”
co-authored by Nader Bshouty.

This conference was the 16th in a series of annual conferences established
in 1990. Continuation of the ALT series is supervised by its steering committee
consisting of: Thomas Zeugmann (Hokkaido University, Sapporo, Japan), Chair;
Arun Sharma (Queensland University of Technology, Brisbane, Australia), Co-
chair; Naoki Abe (IBM Thomas J. Watson Research Center, Yorktown, USA);
Klaus Peter Jantke (FIT Leipzig e.V., Germany); Roni Khardon (Tufts Univer-
sity, Medford, USA); Phil Long (Columbia University, New York, USA); Hiroshi
Motoda (Osaka University, Japan); Akira Maruoka (Tohoku University, Sendali,
Japan); Luc De Raedt (Albert-Ludwigs-University, Freiburg, Germany); Takeshi
Shinohara (Kyushu Institute of Technology, lizuka, Japan); Osamu Watanabe
(Tokyo Institute of Technology, Japan).

We would like to thank all the individuals and institutions that contributed
to the success of the conference: the authors for submitting papers; the invited
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Editors’ Introduction

Sanjay Jain, Hans Ulrich Simon, and Etsuji Tomita

“Learning” is a complex phenomenon that is studied in different scientific dis-
ciplines. A computer program with the ability to “learn” contains mechanisms
for gathering and evaluating information and, consequently, for improving its
performance. Algorithmic Learning Theory provides a mathematical foundation
for the study of learning programs. It is concerned with the design and analysis
of learning algorithms. The analysis proceeds in a formal model such as to pro-
vide measures for the performance of a learning algorithm or for the inherent
hardness of a given learning problem.

The variety of applications for algorithms that learn is reflected in the variety
of formal learning models. For instance, we can distinguish between a passive
mode of “learning from examples” and active modes of learning where the algo-
rithm has more control about the information that is gathered. As for learning
from examples, a further decision is whether we impose statistical assumptions
on the sequence of examples or not. Furthermore, we find different success cri-
teria in different models (like “approximate learning” versus “exact learning”).

The papers collected in this volume offer a broad view on the current research
in the field including studies on several learning models (such as kernel-based
learning, pac-learning, query learning, inductive inference, learning from expert
advice, online learning and teaching). It comes without saying that these models
are getting more and more refined as a response to new challenges in computer
science (like taking advantage of the large amount of real-world data that become
available in digital form, or like serving the growing need for adaptive techniques
in the management and control of Internet applications).

The volume is structured as follows. It first presents the invited lectures and
then the regular contributions. The latter are grouped according to thematic
categories. In the remainder of the introduction, we provide the reader with a
rough “road map”. ’

The invited lecture for ALT 2005 and DS 2005 by Gary Bradshaw compares
Invention and Artificial Intelligence and points out some analogies. Starting from
two case studies, the invention of the air-plain (1799-1909) and the invention of
a model rocket by a group of high school students in rural West Virginia in the
late 1950’s, it is argued that general principals of invention may be applied to
expedite the development of Al systems.

The invited lecture for DS 2005 by Neil R. Smalheiser gives a report on the
current status of the Arrowsmith Project. The roots of this project trace back
to the 1980’s when Don Swanson proposed the concept of “undiscovered public
knowledge” and published several examples in which two disparate literatures
held complementary pieces of knowledge that, when brought together, made
compelling and testable predictions about potential therapies for human disor-
ders. In continuation of this work in the 1990’s, Smalheiser and Swanson created

S. Jain, H.U. Simon, and E. Tomita (Eds.): ALT 2005, LNAI 3734, pp. 1-9, 2005.
(© Springer-Verlag Berlin Heidelberg 2005



2 S. Jain, H.U. Simon, and E. Tomita

a computer-assisted search strategy (“Arrowsmith”). The lecture reviews the
development until today.

Ross D. King, presenting the second invited lecture for DS 2005, pursues the
question whether it is possible to automate the scientific process. This question is
of increasing importance because, in many scientific areas, data are being gener-
ated much faster than they can be effectively analyzed by humans. In his lecture,
King describes a physically implemented robotic system that applies techniques
from artificial intelligence to carry out cycles of scientific experimentation. This
is fleshed out by describing the application of the system to complex research
problems in bioinformatics.

The invited lecture for ALT 2005 by Vasant Honavar (co-authored by Doina
Caragea, Jun Zhang, Jie Bao, and Jyotishman Pathak) is concerned with the
problem of data-driven knowledge acquisition and decision-making. Honavar de-
scribes the hurdles represented by massive size, semantic heterogeneity, auton-
omy, and distributed nature of the data repositories. He introduces some of the
algorithmic and statistical problems that arise in such a setting and presents
algorithms for learning classifiers from distributed data that offer rigorous per-
formance guarantees relative to their centralized counterparts. The lecture fur-
thermore presents techniques that help to cope with the problem of semantic
heterogeneity.

The second invited lecture for ALT 2005 by Chih-Jen Lin (co-authored by
Pai-Hsuen Chen and Rong-En Fan) concerns the convex quadratic optimization
problem that has to be solved by Support Vector Machines (SVMs). Since the
underlying cost matrix is high-dimensional and dense, this cannot be done by
classical methods (like, for example, “Interior Point”). Instead a decomposition
method is used. It proceeds iteratively and has, in each iteration, to solve a
small-dimensional subproblem. Lin focuses on decomposition methods of the
SMO-type and elaborates how the implementation of the procedure for “Working
Set Selection” affects the speed of convergence to the optimal solution. In a
sense, Lin’s lecture offers the opportunity of looking deeply inside a widely used
learning machine.

We now turn our attention to the regular contributions contained in this
volume.

Kernel-Based Learning: During the last decade there has been a lot of interest
in learning systems that express the “similarity” between two “instances” as
an inner product of vectors in an appropriate feature space. The inner product
operation is often not carried out explicitly, but reduced to the evaluation of a
so-called kernel function which operates on instances of the original space. This
offers the opportunity to handle high-dimensional feature spaces in an efficient
manner. This strategy, introduced by Vapnik and co-workers in connection with
the so-called Support Vector Machine, is a theoretically well founded and very
powerful method that, in the years since its introduction, has already outper-
formed many other learning systems in a wide variety of applications.

Gretton, Bousquet, Smola and Schélkopf continue a line of research where
the kernel-based approach is used as a tool for the detection of statistical de-
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pendencies. More precisely, they provide a measure of statistical dependence
between random variables based on the Hilbert-Schmidt norm of a cross covari-
ance operator. Their method has some theoretically appealing features while
being experimentally competitive to existing methods.

Kowalczyk and Chapelle study the surprising phenomenon of “anti-learning”,
where data sets are represented in such a way that some well-known standard
learning techniques lead to hypotheses performing much worse than random
guessing. While there seem to exist “real-life” data sets which are of that type,
the authors consider artificial data whose analysis sheds some light on this (at
first glance) counterintuitive phenomenon. They identify some abstract prop-
erties of a given positive definite kernel which inevitably lead to anti-learning
(for some standard learning techniques including “large-margin classification” or
“nearest neighbour”). They furthermore explain which kernel-transformations
convert “anti-learning” into “learning” and which do not.

Bayesian and Statistical Models: Causal networks are graphical representations
for “causality” between random variables. Like Bayesian networks or other
graphical models they represent knowledge being not as strict as formal logi-
cal statements but being quite helpful for what is called “reasoning under un-
certainty”. Bayesian Inference leads to decisions that minimize a risk function.
Bayesian learning refers to the problem of inferring the unknown parameters of
a distribution (chosen from a known parameterized class of distributions). Typ-
ically the a priory distribution for the unknown parameters gives support to a
wide range of parameters, whereas the a posteriori distribution is peaked around
the true parameter values.

By means of statistical information we can determine causal networks only
up to Markov-equivalence. An equivalence class can be represented by a chordal
chain graphs that contains directed and undirected edges. Each undirected edge
represents two mutually correlated variables where we cannot know whether
causality (if any) goes in one or the other direction. He, Geng and Liang describe
a hierarchical partitioning of a class of Markov-equivalent causal networks (given
by a chordal chain graph) into finer and finer subclasses up to the point where
the partition consists of the single causal networks. They prove that, at each
stage of the refinement process, an equivalence class can be again represented as
a chordal chain graph.

Variational Bayesian Learning results from Bayesian Learning by introduc-
ing a simplifying assumption (in case there are hidden variables) that makes the
approach computationally more tractable. Empirically it is known to have good
generalization performance in many applications. Watanabe and Watanabe pro-
vide some additional theoretical support by proving lower and upper bounds on
the stochastic complexity in the Variational Bayesian learning of the mixture of
exponential families.

As for classification tasks, the Bayes classifier chooses the label that has
the maximum a posteriori probability. In order to apply the formula of Bayes,
we have to know the a priori probability and (an approximation of) the class-
conditional densities. Thonangi and Pudi suggest a new method for the approxi-
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mation of the class-conditional densities: they use a class-conditional probability
model of the data (based on certain conjunctions of binary features and the cor-
responding relative frequencies) and determine the density function of maximum
entropy that satisfies this model.

PAC-Learning: In the PAC-learning model, the learner receives as input training
examples, drawn at random according to an unknown distribution and labeled
according to an unknown target function f, and returns a “hypothesis” h that
(with high probability of success) is a close approximation of f. While the first
papers on pac-learning focussed on binary classification problems with the prob-
ability of misclassification as an underlying pseudo-metric, there have been many
extensions of the basic model since then.

Fakcharoenphol and Kijsirikul revisit the well-studied problem of converting
base binary learners (coping with binary classification problems) into multi-class
learners. They reconsider various classical constructions, including “one-versus-
all” and the “(adaptive) directed acyclic graph approach”, and come up with
some new generalization error bounds.

The paper by Ryabko relates “PAC-learnability” and “computability” by
showing the following result: the number of examples needed by a recursive
PAC-learner to learn a computable function cannot be upper-bounded by any
computable function. The result is obtained by applying a negative result on
data compression based on Kolmogorov complexity.

The papers by Palmer and Goldberg and by Guttman, Vishwanathan and
Williamson are both dealing with so-called Probabilistic Deterministic Finite
State Automata (PDFA). A PDFA, in contrast to a DFA (its deterministic coun-
terpart), performs random state transitions and thus represents a probability
distribution over strings. In a recent paper from 2004, it was shown by Clark
and Thollard that the class of PDFAs is polynomially pac-learnable where the
polynomial (which bounds sample size and run-time) depends on the size of the
target PDFA, a measure for the “distinguishability” of states and the expected
length of strings generated from any state. Their pseudo-metric (measuring the
distance between target distribution and the hypothesis) is the KL-divergence.
By passing from KL-divergence to the variation distance (still useful for pattern
classification tasks), Palmer and Goldberg are able to considerably simplify the
proof for PAC-learnability and to remove the dependence on the expected string
length. Guttman, Vishwanathan and Williamson extend the result by Clark and
Thollard into another direction by generalizing the notion of “distinguishability”.

Query-Learning: In the query-learning model, the learner is allowed to ask cer-
tain queries to an oracle. The learning performance is measured by the number
and type of queries needed to exactly (sometimes approximately) identify an
unknown target concept f (where “concept” means “binary-valued function”).
Among the most popular query types are “membership queries (MQs)” (asking
for the class label of an instance) and “equivalence queries (EQs)” (asking for
a “counterexample” to the current hypothesis). Statistical queries can be used
to get a statistical estimate for the probability of an event that involves a la-
beled random example. This query type plays a special role because an algorithm



