Markus Ackermann Bettina Berendt
Marko Grobelnik Andreas Hotho

Dunja Mladeni¢ Giovanni Semeraro
Myra Spiliopoulou Gerd Stumme
Vojtéch Svatek Maarten van Someren (Eds.)

Semantics,
Web and Mining

Joint International Workshops, EWMF 2005 and KDO 2005
Porto, Portugal, October 2005
Revised Selected Papers

@_ Springer




Markus Ackermann Bettina Berendt

Marko Grobelnik Andreas Hotho

Dunja Mladeni¢ Giovanni Semeraro

Myra Spiliopoulou Gerd Stumme

Vojtéch Svatek Maarten van Someren (Eds.)

Semantics,
Web and Mining

Joint International Workshops, EWMF 2005 and KDO 2005
Porto, Portugal, October 3 and 7, 2005
Revised Selected Papers

@_ Springer



Volume Editors

Markus Ackermann
University of Leipzig, E-mail: markus.ackermann@rz.uni-leipzig.de

Bettina Berendt
Humboldt University Berlin, E-mail: berendt@wiwi.hu-berlin.de

Marko Grobelnik
J. Stefan Institute, Ljubljana, E-mail: marko.grobelnik @ijs.si

Andreas Hotho
University of Kassel, E-mail: hotho@cs.uni-kassel.de

Dunja Mladeni¢
J. Stefan Institute, Ljubljana, E-mail: dunja.mladenic @ijs.si

Giovanni Semeraro
University of Bari, E-mail: semeraro@di.uniba.it

Myra Spiliopoulou
Otto-von-Guericke-University Magdeburg, E-mail: myra@iti.cs.uni-magdeburg.de

Gerd Stumme
University of Kassel, E-mail: stumme @cs.uni-kassel.de

Vojtéch Svatek
University of Economics, Prague, E-mail: svatek @vse.cz

Maarten van Someren
University of Amsterdam, E-mail: maarten@science.uva.nl

Library of Congress Control Number: 2006936937

CR Subject Classification (1998): 1.2, H.2.8, H.3-4, H.5.2-4, K4
LNCS Sublibrary: SL 7 — Artificial Intelligence

ISSN 0302-9743
ISBN-10 3-540-47697-0 Springer Berlin Heidelberg New York
ISBN-13 978-3-540-47697-9 Springer Berlin Heidelberg New York

This work is subject to copyright. All rights are reserved, whether the whole or part of the material is
concerned, specifically the rights of translation, reprinting, re-use of illustrations, recitation, broadcasting,
reproduction on microfilms or in any other way, and storage in data banks. Duplication of this publication
or parts thereof is permitted only under the provisions of the German Copyright Law of September 9, 1965,
in its current version, and permission for use must always be obtained from Springer. Violations are liable
to prosecution under the German Copyright Law.

Springer is a part of Springer Science+Business Media
springer.com

© Springer-Verlag Berlin Heidelberg 2006
Printed in Germany

Typesetting: Camera-ready by author, data conversion by Scientific Publishing Services, Chennai, India
Printed on acid-free paper SPIN: 11908678 06/3142 543210



Lecture Notes in Artificial Intelligence 4289
Edited by J. G. Carbonell and J. Siekmann

Subseries of Lecture Notes in Computer Science



Preface

Finding knowledge — or meaning — in data is the goal of every knowledge dis-
covery effort. Subsequent goals and questions regarding this knowledge differ
among knowledge discovery (KD) projects and approaches. One central question
is whether and to what extent the meaning extracted from the data is expressed
in a formal way that allows not only humans but also machines to understand
and re-use it, i.e., whether the semantics are formal semantics. Conversely, the
input to KD processes differs between KD projects and approaches. One central
question is whether the background knowledge, business understanding, etc. that
the analyst employs to improve the results of KD is a set of natural-language
statements, a theory in a formal language, or somewhere in between. Also, the
data that are being mined can be more or less structured and/or accompanied
by formal semantics.

These questions must be asked in every KD effort. Nowhere may they be
more pertinent, however, than in KD from Web data (“Web mining”). This
is due especially to the vast amounts and heterogeneity of data and back-
ground knowledge available for Web mining (content, link structure, and us-
age), and to the re-use of background knowledge and KD results over the Web
as a global knowledge repository and activity space. In addition, the (Seman-
tic) Web can serve as a publishing space for the results of knowledge discovery
from other resources, especially if the whole process is underpinned by common
ontologies.

We have explored this close connection in a series of workshops at the Euro-
pean Conference on Machine Learning / Principles and Practice of Knowledge
Discovery from Databases (ECML/PKDD) conference series (Semantic Web
Mining, 2001, 2002) and in the selection of papers for the post-proceedings of
the European Web Mining Forum 2003 Workshop (published as the Springer
LNCS volume Web Mining: From Web to Semantic Web in 2004). We have
also investigated the uses of ontologies (as the most commonly used type of
formal semantics) in KD in the Knowledge Discovery and Ontologies workshop
in 2004.

In 2005, we organized, in two partly overlapping teams and again at ECML /-
PKDD, a workshop on Web mining (European Web Mining Forum) and a work-
shop on Knowledge Discovery and Ontologies. The submissions, and in particular
the highest-quality accepted contributions, convinced us that the specific impor-
tance of semantics for Web mining continues to hold. We therefore decided to
prepare a joint publication of the best papers from the two workshops that pre-
sented a variety of ways in which semantics can be understood and brought to
bear on Web data. In addition, we included a particularly fitting contribution
from KDO 2004, by Vanzin and Becker. The result of our selection, the review-
ers’ comments, and the authors’ revision and extension of their workshop papers
is this book.



VI Preface

Paper summaries

To emphasize the common themes, we will give a combined summary of the
contributions in this volume. To make it easier to understand the papers in
the organizational context for which they were written and in which they were
discussed, we have ordered them by workshop in the table of contents.

Understanding the Web and supporting its users was addressed in the papers
of both workshops: KDO 2005 and EWMF 2005. The invited contribution of
Eirinaki, Mavroeidis, Tsatsaronis, and Vazirgiannis elaborates on the role of
semantics for Web personalization. Degemmis, Lops, and Semeraro concentrate
on learning user profiles with help of a rich taxonomy of terms, WordNet. The
subject of building ontologies and taxonomies is pursued in the papers of Bast,
Dupret, Majumdar, and Piwowarski and of Fortuna, Mladeni¢, and Grobelnik.
The former proposes a mechanism that extracts a term taxonomy from Web
documents using Principal Component Analysis. Fortuna et al. present OntoGen,
a tool implementing an approach to semi-automatic topic ontology construction
that uses Latent Semantic Indexing and K-means clustering to discover topics
from document collections, while a support vector machine is used to support
the user in naming the constructed ontology concepts.

The subject of evaluating the performance of such semi-automatic ontology
enhancement tools for topic discovery is studied by Spiliopoulou, Schaal, Miiller,
and Brunzel. Topic discovery in the Web with semantic networks is also the
subject of the contribution by Kiefer, Stein, and Schlieder, who concentrate on
the visibility of topics. The incorporation of semantics into the mining process
is studied in the work of Svétek, Rauch, and Ralbovsky on ontology-enhanced
association mining, while Vanzin and Becker elaborate on the role of ontologies
in interpreting Web usage patterns.

The retrieval of information from the Web is another topic that was studied
in both workshops. Baeza-Yates and Poblete examine the mining of user queries
made in a Web site, while Stein and Hess consider information retrieval in trust-
enhanced document networks. Information retrieval from the Web is the subject
of the webTopic approach proposed by Escudeiro and Jorge, who concentrate
on persistent information needs that require the regular retrieval of documents
on specific topics. Document classification is a further powerful means towards
the same objective. The classification of Web documents is addressed by Utard
and Fiirnkranz, who focus on the information in hyperlinks and in the texts
around them.

August 2006 EWMEF and KDO 2005
Workshop Chairs
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A Website Mining Model
Centered on User Queries

Ricardo Baeza-Yates!2 and Barbara Poblete!'?

' Web Research Group, Technology Department,
University Pompeu Fabra, Barcelona, Spain
2 Center for Web Research, CS Department
University of Chile, Santiago, Chile
3 Yahoo! Research, Barcelona, Spain
{ricardo.baeza, barbara.poblete}Qupf.edu

Abstract. We present a model for mining user queries found within the
access logs of a website and for relating this information to the website’s
overall usage, structure and content. The aim of this model is to dis-
cover, in a simple way, valuable information to improve the quality of
the website, allowing the website to become more intuitive and adequate
for the needs of its users. This model presents a methodology of analysis
and classification of the different types of queries registered in the usage
logs of a website, such as queries submitted by users to the site’s internal
search engine and queries on global search engines that lead to docu-
ments in the website. These queries provide useful information about
topics that interest users visiting the website and the navigation pat-
terns associated to these queries indicate whether or not the documents
in the site satisfied the user’s needs at that moment.

1 Introduction

The Web has been characterized by its rapid growth, massive usage and its
ability to facilitate business transactions. This has created an increasing interest
for improving and optimizing websites to fit better the needs of their visitors. It
is more important than ever for a website to be found easily in the Web and for
visitors to reach effortlessly the contents they are looking for. Failing to meet
these goals can result in the loss of many potential clients.

Web servers register important data about the usage of a website. This in-
formation generally includes visitors navigational behavior, the queries made to
the website’s internal search engine (if one is available) and also the queries on
external search engines that resulted in requests of documents from the website,
queries that account for a large portion of the visits of most sites on the Web.
All of this information is provided by visitors implicitly and can hold the key
to significantly optimize and enhance a website, thus improving the “quality”
of that site, understood as “the conformance of the website’s structure to the
intuition of each group of visitors accessing the site” [1].

Most of the queries related to a website represent actual information needs
of the users that visit the site. However, user queries in Web mining have been

M. Ackermann et al. (Eds.): EWMF/KDO 2005, LNAT 4289, pp. 1-17, 2006.
(© Springer-Verlag Berlin Heidelberg 2006



2 R. Baeza-Yates and B. Poblete

studied mainly with the purpose of enhancing website search, and not with
the intention of discovering new data to increase the quality of the website’s
contents and structure. For this reason in this paper we present a novel model
that mines queries found in the usage logs of a website, classifying them into
different categories based in navigational information. These categories differ
according to their importance for discovering new and interesting information
about ways to improve the site. Our model also generates a visualization of the
site’s content distribution in relation to the link organization between documents,
as well as the URLSs selected due to queries. This model was mostly designed for
websites that register traffic from internal and/or external search engines, even
if this is not the main mechanism of navigation in the site. The output of the
model consists of several reports from which improvements can be made to the
website.

The main contributions of our model for improving a website are: to mine user
queries within a website’s usage logs, obtain new interesting contents to broaden
the current coverage of certain topics in the site, suggest changes or additions
to words in the hyperlink descriptions, and at a smaller scale suggest to add new
links between related documents and revise links between unrelated documents in
a site.

We have implemented this model and applied it to different types of websites.
ranging from small to large, and in all cases the model helps to point out ways
to improve the site, even if this site does not have an internal search engine. We
have found our model specially useful on large sites, in which the contents have
become hard to manage for the site’s administrator.

This paper is organized as follows. Section 2 presents related work and
section 3 our model. Section 4 gives an overview of our evaluation and results.
The last section presents our conclusions and future work.

2 Related Work

Web mining [2] is the process of discovering patterns and relations in Web data.
Web mining generally has been divided into three main areas: content min-
ing, structure mining and usage mining. Each one of these areas are associated
mostly, but not exclusively, to these three predominant types of data found in a
website:

Content: The “real” data that the website was designed to give to its users. In
general this data consists mainly of text and images.

Structure: This data describes the organization of the content within the web-
site. This includes the organization inside a Web page, internal and external
links and the site hierarchy.

Usage: This data describes the use of the website, reflected in the Web server’s
access logs, as well as in logs for specific applications.

Web usage mining has generated a great amount of commercial interest [3,4].
The analysis of Web server logs has proven to be valuable in discovering many
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issues, such as: if a document has never been visited it may have no reason to
exist, or on the contrary, if a very popular document cannot be found from the
top levels of a website, this might suggest a need for reorganization of its link
structure.

There is an extensive list of previous work using Web mining for improv-
ing websites, most of which focuses on supporting adaptive websites [5] and
automatic personalization based on Web Mining [6]. Amongst other things, us-
ing analysis of frequent navigational patterns and association rules, based on
the pages visited by users, to find interesting rules and patterns in a website
[1,7,8,9,10]. Other research targets mainly modeling of user sessions, profiles
and cluster analysis [11,12,13,14,15].

Queries submitted to search engines are a valuable tool for improving websites
and search engines. Most of the work in this area has been directed at using
queries to enhance website search [16] and to make more effective global Web
search engines [17,18,19,20]. In particular, in [21] chains (or sequences) of queries
with similar information needs are studied to learn ranked retrieval functions for
improving Web search. Queries can also be studied to improve the quality of a
website. Previous work on this subject include [22] which proposed a method for
analyzing similar queries on Web search engines, the idea is to find new queries
that are similar to ones that directed traffic to a website and later use this
information to improve the website. Another kind of analysis based on queries,
is presented in [23] and consists of studying queries submitted to a site’s internal
search engine, and indicates that valuable information can be discovered by
analyzing the behavior of users in the website after submitting a query. This is
the starting point of our work.

3 Model Description

In this section we will present the description of our model for mining website
usage, content and structure, centered on queries. This model performs differ-
ent mining tasks, using as input the website’s access logs, its structure and the
content of its pages. These tasks also includes data cleaning, session identifi-
cation, merging logs from several applications and removal of robots amongst
other things which we will not discuss in depth at this moment, for more details
please refer to [24,25,26]. The following concepts are important to define before
presenting our model:

Session: A session is a sequence of document accesses registered for one user
in the website’s usage logs within a maximum time interval between each
request. This interval is set by default to 30 minutes, but can be changed
to any other value considered appropriate for a website [24]. Each user is
identified uniquely by the IP and User-Agent.

Queries: A query consists of a set of one or more keywords that are submitted
to a search engine and represents an information need of the user generating
that query.
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Information Scent: IS [27] indicates how well a word, or a set of words, de-
scribe a certain concept in relation to other words with the same semantics.
For example, polysemic words (words with more than one meaning) have
less IS due to their ambiguity.

In our model the structure of the website is obtained from the links between
documents and the content is the text extracted from each document. The aim
of this model is to generate information that will allow to improve the structure
and contents of a website, and also to evaluate the interconnections amongst
documents with similar content.

For each query that is submitted to a search engine, a page with results is
generated. This page has links to documents that the search engine considers
appropriate for the query. By reviewing the brief abstract of each document
displayed (which allows the user to decide roughly if a document is a good
match for his or her query) the user can choose to visit zero or more documents
from the results page. Our model analyzes two different types of queries, that
can be found in a website’s access registries. These queries are:

External queries: These are queries submitted on Web search engines, from
which users selected and visited documents in a particular website. They can
be discovered from the log’s referer field.

Internal queries: These are queries submitted to a website’s internal search
box. Additionally, external queries that are specified by users for a partic-
ular site, will be considered as internal queries for that site. For example,
Google.com queries that include site:example.com are internal queries for
the website example.com. In this case we can have queries without clicked
results.

Figure 1 (left) shows the description of the model, which gathers informa-
tion about internal and external queries, navigational patterns and links in the
website to discover IS that can be used to improve the site’s contents. Also the
link and content data from the website is analyzed using clustering of similar
documents and connected components. These procedures will be explained in
more detail in the following subsections.

3.1 Navigational Model

By analyzing the navigational behaviors of users within a website, during a
period of time, the model can classify documents into different types, such as:
documents reached without a search, documents reached from internal queries
and documents reached from external queries. We define these types of documents
as follows:

Documents reached Without a Search (DWS): These are documents that,
throughout the course of a session, were reached by browsing and without
the interference of a search (in a search engine internal or external to the
website). In other words, documents reached from the results page of a search
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Fig. 1. Model description (left) and heuristic for DWS (right)

engine and documents attained from those results, are not considered in this
category. Any document reached from documents visited previously to the
use of a search engine will be considered in this category.

Documents reached from Internal Queries (DQ;): These are documents
that, throughout the course of a session, were reached by the user as a direct
result of an internal query.

Documents reached from External Queries (DQ.): These are documents
that, throughout the course of a session, were reached by the user as a direct
result of an external query.

For future references we will drop the subscript for DQ; and DQ, and will refer
to these documents as DQ.

It is important to observe that DWS and DQ are not disjoint sets of docu-
ments, because in one session a document can be reached using a search engine
(therefore belonging to DQ) and in a different session it can also be reached
without using a search engine. The important issue then, is to register how many
times each of these different events occur for each document. We will consider
the frequency of each event directly proportional to that event’s significance for
improving a website. The classification of documents into these three categories
will be essential in our model for discovering useful information from queries in
a website.

Heuristic to Classify Documents. Documents belonging to DQ sets can be
discovered directly by analyzing the referer URL in an HTTP request to see
if it is equal to the results page of a search engine (internal or external). In
these cases only the first occurrence of each requested document in a session is
classified. On the other hand, documents in DWS are more difficult to classify,
due to the fact that backward and forward navigation in the browser’s cached
history of previously visited documents is not registered in web servers usage



