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Preface

Following the highly successful International Conference on Computer Vision Sy-
stems held in Las Palmas, Spain (ICVS’99), this second International Workshop
on Computer Vision Systems, ICVS 2001 was held as an associated workshop of
the International Conference on Computer Vision in Vancouver, Canada. The
organization of ICVS’99 and ICVS 2001 was motivated by the fact that the ma-
jority of computer vision conferences focus on component technologies. However,
Computer Vision has reached a level of maturity that allows us not only to per-
form research on individual methods and system components but also to build
fully integrated computer vision systems of significant complexity. This opens
a number of new problems related to system architecture, methods for system
synthesis and verification, active vision systems, control of perception and ac-
tion, knowledge and system representation, context modeling, cue integration,
etc. By focusing on methods and concepts for the construction of fully integrated
vision systems, ICVS aims to bring together researchers interested in computer
vision systems.

Similar to the previous event in Las Palmas, ICVS 2001 was organized as a
single-track workshop consisting of high-quality, previously unpublished papers
on new and original research on computer vision systems. All contributions were
presented orally. A total of 32 papers were submitted and reviewed thoroughly
by program committee members. Twenty of them have been selected for pre-
sentation. We would like to thank all members of the organizing and program
committee for their help in putting together a high-quality workshop.

The workshop was sponsored by the IEEE Computer Society.

We hope all participants enjoyed a successful and interesting workshop.

July 2001 Bernt Schiele and Gerhard Sagerer
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A Vision System for Autonomous Ground
Vehicles with a Wide Range of Maneuvering
Capabilities

R. Gregor, M. Liitzeler, M. Pellkofer, K.-H. Siedersberger, and E.D. Dickmanns

Institut fiir Systemdynamik und Flugmechanik,
Universitdt der Bundeswehr Miinchen (UBM),
D-85577 Neubiberg, Germany
http://www.unibw-muenchen.de/campus/LRT/LRT13/english/index.html

Abstract. This paper gives a survey on UBM’s new Expectation-based
Multi-focal Saccadic Vision (EMS-Vision) system for autonomous vehicle
guidance. The core element of the system is a new camera, arrangement,
mounted on a high bandwidth pan and tilt head (TACC) for active gaze
control. Central knowledge representation and a hierarchical system ar-
chitecture allow efficient activation and control of behavioral capabilities
for perception and action. The system has been implemented on commer-
cial off-the-shelf (COTS) hardware components in both UBM test vehi-
cles. Results from autonomous turn-off maneuvers, performed on army
proving grounds, are discussed.

1 Introduction

Since nearly two decades autonomous systems are a topic of intense research.
From the mid 80ies on, several national and international programs have been
initiated all around the world, like AVCS in Asia, IVHS [1] and PATH in the
United States or DRIVE and PROMETHEUS in Europe. The main goals in
these programs have been to increase safety and efficiency in normal traffic.
Thus, many research groups concentrated on the development of functionalities
for autonomous road vehicles being able to interact with other vehicles in a co-
operative manner. The key problem of an intelligent system is the acquisition of
reliable and precise information about the actual situation. This includes infor-
mation about ego-state as well as about position and velocity relative to the road
and other road-users. Ego-state can be measured easily, but the determination
of the vehicle’s state relative to other objects and the geometry of these objects
is much more difficult. Vision systems have proved their special aptitude for this
kind of tasks, e.g. the determination of road curvature, without the need for
expensive additional infrastructure. Countless approaches have been developed
and often abandoned over the years. Impressive results have been demonstrated
by the most successful groups, like from Carnegie Mellon University (CMU)
C. Thorpe et al.[2], from University of Parma A. Broggi et al. [3], from the
“Fraunhofer-Institut fiir Informations- und Datenverarbeitung” (IITB) [4] in

B. Schiele and G. Sagerer (Eds.): ICVS 2001, LNCS 2095, pp. 1-20, 2001.
© Springer-Verlag Berlin Heidelberg 2001
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Karlsruhe, from Daimler-Benz Forschung U. Franke et al. [5] and from UBM [6].
For the next step on the way to a really autonomous road vehicle, the navigation
on road networks, more challenging problems like intersection recognition and
complex driving maneuvers had to be solved. Only few groups have been able
to present results from real driving tests like CMU (7], IITB [8] und UBM [9].

With the latest generation implementation, the Expectation-based Multi-
focal Saccadic Vision (EMS-Vision) system, UBM has set a new course of
development. Contrary to former implementations, mostly working with static
configurations and optimized for specific tasks or domains, EMS-Vision is a
flexible system, which is able to configure itself dynamically during operation
depending on the actual situation. The explicit representation of the system’s
capabilities allows direct activation of specific capabilities just in time when
needed. Special decision units responsible for different functions assign tasks
to specialized experts and supervise their actions. Thus limited computational
resources can be exploited very efficiently. The system has been implemented
on standard, Intel-based PC hardware components running a general purpose
operating system in both UBM test vehicles VAMoORS and VAMP.

The turn-off maneuver as an essential part of a complex driving mission is
chosen to illustrate the interaction between the different modules.
The paper is organized as follows: Section 2 gives a review on the different hard-
ware architectures used in former UBM systems. In section 3 the hardware con-
cept of the EMS-Vision system is explained. While section 4 gives an overview
over general system aspects, in section 5 and 6 individual components are ex-
plained in detail. In section 7 experimental results of an autonomous turn-off
maneuver are presented. Section 8 concludes the contribution.

2 Development Steps at UBM

In 1985, after 8 years of simulation studies, UBM started to develop an au-
tonomous vehicle based on the results achieved in the field of dynamic machine
vision. At that time the computational needs could only be satisfied by special-
ized hardware. The system chosen then was based on an Intel MULTIBUS I ar-
chitecture. It consisted of a maximum of 13 microprocessors Intel 80x86 and was
extended by a videobus architecture. The system, called BVYV, had been devel-
oped by the 'Institut fiir MeBtechnik’ at UBM [10]. So called parallel processors
(PP) were dedicated to feature extraction and on the other side of the MULTI-
BUS, the object processors (OP) were used for recursive estimation purposes.
For proper operation, the system was equipped with specialized firmware for
bootstrapping and communication. Connection to the outside world was done
via IEC-bus to a PC. This PC hosted the ’vehicle control’ (VC) process and
sensor and actuator interfaces to the vehicle. Problems with the bus-based ar-
chitecture of the BVV were the restricted communication bandwidth, limited
scalability and missing robustness.
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In 1991 a new approach was taken based on the transputer concept, which
satisfied all requirements like higher computing performance, higher communica-
tion bandwidth, compactness and robustness, a lower price, and a homogeneous
system incorporating all interfaces and modules. In the last configuration, the
overall system integrated in VAMP comprised about 60 transputers T-222 (16
bit, for image processing and communication) and T-800 (32 bit, for number
crunching and knowledge processing). Additionally a PC host was needed.

Although the scalability of the transputer system had been quite satisfying,
the overhead of developing parallel algorithms lead to the wish to have more
computing power on the chip available. So the next generation of transputers,
the T'9000, in combination with a Transputer Image Processing (TIP) videobus
system was chosen to be the next hardware platform. As the development of
the T9000 was unpredictably delayed, the TIP system could only be used in
conjunction with the earlier transputer generation. In 1995 the video processing
nodes were substituted by IBM/Motorola PowerPC 601 based components with
performance improvements per processor of more than one order of magnitude.
However, as further developments of the TIP system had been stopped due to
pin-incompatibility of the PowerPC 603 chip, a new hardware platform had to
be found.

3 EMS-Vision

Based on the experience made with these systems and the results achieved, new
goals were set for the development of EMS-Vision:

Exclusive use of COTS components to reduce hardware costs.

More processing power per node.

Recognize a greater variety of object classes.

. Develop decision units to reach goal driven behavior and knowledge based
control of perception subsystems.

Develop a uniform representation for all object classes.

6. Introduce a Dynamic Object-Data Base (DOB) for central storage of actual
states of objects.

e bo

o

Several computer architectures have been investigated to find the appropriate
hardware platform allowing the realization of EMS-Vision. The PC platform
has finally been chosen, after the usability for automotive applications had been
demonstrated with a prototype system. Although Windows NT does not supply
any methods for hard real-time applications, it has shown sufficient for fulfilling
the smoother real-time constraints here:

1. Applications with hard real-time constraints (control loops) are running on
real-time hardware (transputer).

2. The 4D approach allows time-delay compensations.

3. Due to efficient image processing, CPU capacity is not exhausted (this would
lead to indeterministic losses of cycles).
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3.1 Sensor Concept

The EMS-Vision system design has been kept as general as possible to be able
to cope with a variety of scenarios. Thus, the requirements for the vision system
are manifold: Driving at high speeds requires large look-ahead distances on the
trajectory planned in order to detect obstacles sufficiently early for collision
avoidance. On uneven and rough terrain, inertial stabilization of the viewing
direction is necessary in order to reduce motion blur in the images (especially
the tele-ones).

WWR 8T
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|

| | |
1 Wide field of view Colorsignal g large lookahead range

Fig. 1. MARVEYE camera configuration

In cluttered environments with many subjects moving in an unpredictable
manner, a wide field of view is required for collision avoidance; the capability of
stereo interpretation will help in these cases (in the near range) to understand
the spatial arrangement and motion of objects quickly. All of these require-
ments have led to the design of the ”Multi-focal, active/reactive Vehicle Eye”
MARVEYE, taking advantage of the assembly of functions which nature com-
bined into the vertebrate eye, closely interconnected to the vestibular system
for inertial sensing. The MARVEYE camera arrangement combines a wide field
of view (f.0.v.) nearby with central areas of high resolution. Coarse resolution
monochrome peripheral vision with a wide f.o.v. (> 100°), realized by a pair of
cameras in a divergent arrangement, is accompanied by high resolution foveal
color imaging with a f.o.v. of 23°. A high sensitivity b/w-camera with a f.o.v.
of ~ 7° for large lookahead distances completes the system. Figure 1 shows the
MARVEYE camera arrangement. At Lg o5 one pixel in the image corresponds to
5crn in the real world, so that a typical lane marking is covered by 3 pixels.

3.2 Hardware Concept

The MARVEYE camera configuration had major influence on the design of the
computational part of the EMS-Vision system. As a PCI bus master transfer
of one monochrome video image (768 by 572 pixels) into host memory takes
approximately 12 ms (and the memory interface being blocked in the meantime),
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it was clear that for reaching a cycle time of 40ms a multi computer architecture
would be necessary.

Figure 2 shows the actual hardware architecture.

Fig. 2. Hardware architecture

The computational part of the EMS-Vision system is a PC-net with 4 com-
puters (three “Image Processing PCs” and one “Behavior PC”). They are con-
nected by SCI (Scalable Coherent Interface) for fast data exchange in real-time
operation. Actually, two types of PCs are used, Dual Pentium II with 333MHz
and Dual Pentium IIT with 450 MHz. The fifth PC (“Gateway PC”) is used for
consistent storage of system software only. Via Fast-Ethernet the system software
is distributed to all other computers. The 10BaseT-Ethernet of the “Gateway
PC” serves as a connection to external networks.

All “Image Processing PCs” are equipped with frame-grabbers for digitiz-
ing analog videostreams. The video signals of all cameras are synchronized.
UBM’s experimental vehicle VAMORS is equipped with a two axes pan-tilt
head, whereas VAMP has two single axis pan heads, covering front and rear
hemisphere. Sensors for angular position and rate for each axis are mounted on
the head. Signals from these sensors are used by the “Platform Subsystem” to
control gaze. This subsystem is connected to the “Behavior PC” by CAN bus or
transputer-link. Via a transputer-link the “Vehicle Subsystem” is also coupled to
the “Behavior PC”. The “Vehicle Subsystem” consists of a small transputer net
which guarantees real-time feedback control loops. Actuators for steering, brake
and throttle are controlled by this subsystem. Additionally, inertial and odome-
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try data and other sensor signals are read in. Another sensor directly connected
to the “Behavior PC” is a GPS receiver for global navigation.

Figure 2 shows that the entire computer network is connected to two termi-
nals. Although one terminal is sufficient for running the EMS-Vision system, the
second terminal is used for debugging and visualization purposes.

For time synchronized logging of digitized videostreams and vehicle sensor
data, a RAID-system has been integrated. The EMS-Vision system can be run
in a simulation mode where logged data can be replayed synchronously.

4 System Overview

This section presents some general system aspects.

4.1 Knowledge Representation

To perform complex tasks in dynamic environments, an autonomous agent needs
several kinds of background knowledge. On the one side, an expectation based
agent needs static background information about the objects in the environment
he will have to cope with. On the other side, an intelligent robot with a variety
of capabilities and (mostly) limited computational resources needs an internal
representation of these capabilities to achieve optimal performance. During op-
eration, an internal representation of the outside world, the scene representation,
is aggregated dynamically by specified perception experts.

Dynamic knowledge representation and data exchange in the EMS-Vision
system is object oriented. It consists of four specific sections for the distributed
system:

Every computer in the system is represented by a computer object. This list
is generated dynamically during system bootup.

Every process in the system is represented by a process object. The process
objects contain both general information about the process itself and an in-
terface for point to point communication. Each process object can at least
handle standardized administrative messages. Additionally, perception pro-
cess objects contain information about the object classes they are specialized
for. An interface allows assigning new perception tasks to them or canceling
running tasks.

All nodes of the scene tree represent physical objects (sub-objects) or virtual
coordinate systems. Generally, the transformations between scene nodes are
described by homogeneous coordinate transformations (HCT), as standard
in computer graphics. HCTs can be used for the description of the relative
position (6DOF) between physical objects as well as for perspective projection
(Proj.) into an image coordinate system. Each scene node offers methods
for computing the HCT to its father node or vice versa. In this manner, an
arbitrary point in a specific object coordinate system can be transformed
into any other object coordinate system as long as all transformations are



