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Preface

The 11th International Conference on Implementation and Application of
Automata (CIAA 2006) was held at the National Taiwan University, Taiwan,
August 21-23, 2006.

This volume of Lecture Notes in Computer Science contains the papers that
were presented at CIAA 2006, as well as the abstracts of the poster papers that
were displayed during the conference. The volume also includes the abstracts
and extended abstracts of three invited lectures presented by Ming Li, Grzegorz
Rozenberg, and Sheng Yu.

The 22 regular papers were selected from 76 submissions covering various
topics in the theory, implementation, and applications of automata and related
structures. Each submitted paper was reviewed by at least three Program Com-
mittee members, with the assistance of referees. The authors of the papers pre-
sented here come from the following countries: Austria, Canada, China, Cyprus,
Czech Republic, Finland, France, Germany, Hungary, India, Ireland, Italy, The
Netherlands, Poland, Spain, Sweden, Taiwan, UK, and USA.

We wish to thank all who have made this meeting possible: the authors for sub-
mitting papers, the Program Committee members and external referees (listed in
the proceedings) for their excellent work, and our three invited speakers. Finally,
we wish to express our sincere appreciation to the sponsors, local organizers, pro-
ceedings Chair, the editors of the Lecture Notes in Computer Science series and
Springer, in particular Alfred Hofmann, for their help in publishing this volume.

August 2006 Oscar H. Ibarra
Hsu-Chun Yen
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Information Distance and Its Applications

Ming Li

School of Computer Science, University of Waterloo, Waterloo, Ont. N2L 3G1,
Canada
mliQuwaterloo.ca
http://www.cs.uwaterloo.ca/~mli

Abstract. We summarize the recent developments of a general theory of
information distance and its applications in whole genome phylogeny,
document comparison, internet query-answer systems, and many other
data mining tasks. We also solve an open problem regarding the univer-
sality of the normalized information distance.

1 Introduction

We live in an information society. Internet has created the cyber, or informa-
tion, space. In the classical Newton world, we know how to measure physical
distances. Have you thought about the equally fundamental question of how to
measure the “information distance” between two objects: two documents, two
letters, two emails, two music scores, two languages, two programs, two pictures,
two systems, or two genomes? Such a measurement should not be application
dependent. Just like in the classical world, we do not measure distances some-
times by the amount of time a bird flies and sometimes by the number of pebbles
lining up on the Santa Barbara beach.

A good information distance metric should not only be application-independent
but also universally minorize all other “reasonable” definitions.

The task of a universal definition of information distance is illusive. Traditional
distances such as the Euclidean distance or the Hamming distance obviously fail
for even trivial examples. For instance, we (human) perceive a positive photo
to be similar to its negative print, while their Hamming distance is the largest.
In fact, for any computable distance, we can always find such counterexamples.
Furthermore, when we wish to adopt a metric to be the universal standard of
information distance, we must justify it. It should not be out of thin air. It
should not be from a specific application. It should not require amendaments for
different applications. It should be as good as any definition for any application,
in some sense.

From a simple and accepted assumption in thermodynamics, we have derived
such a universal information distance [2,18,19] and a general method to measure
similarities between two sequences [18,19]. The theory has been initially applied
to alignment free whole genome phylogeny [18], chain letter history [3], language
history [4,19], plagiarism detection [5], and more recently to music classification
[9], parameter-free data mining paradigm [13], internet knowledge discovery (8],
among many recent applications.

O.H. Ibarra and H.-C. Yen (Eds.): CIAA 2006, LNCS 4094, pp. 1-9, 2006.
© Springer-Verlag Berlin Heidelberg 2006



2 M. Li

2 A Theory of Information Distance

Given a binary string z, the Kolmogorov complexity of z condition on y, K (z|y),
is the length of the shortest program that outputs z with input y. When y = ¢,
we write K (x|e) as K(z). For formal definitions and a comprehensive study of
Kolmogorov complexity, see [20]. What would be a good departure point for
defining “information distance” between two sequences? What should be the
properties it must satisfy? The second question is easy to answer. We can use
our common sense of a metric: (a) It must be symmetric; (b) It should satisfy
the triangle inequality; (c) The distance of any sequence z to itself is 0, and
positive otherwise.

To answer the first question, in early 1990’s, we have studied the energy cost
of convertion between two strings  and y. Over half a century ago, John von
Neumann hypothesized that performing 1 bit of information processing costs
1KT of energy, where K is the Boltzmann’s constant and 7" is the room tem-
perature. Observing that reversable computations can be done for free, in early
1960’s Rolf Landauer revised von Neumann’s proposal to hold only for irre-
versible computations. We thought about using the minimum energy needed to
convert between x and y to define their distance, as it is an objective measure.
Thus, if you have z and wish to erase it, then you can reversibly convert it to xz*,
z’s shortest effective description, then erase |z*|. Only the process of erasing |z*|
bits is irreversible computation. Carrying on from this line of thinking, we [2]
have defined the energy to convert between z and y to be the length of shortest
program converting x to y and vice versa. That is, with respect to a universal
Turing machine U, the cost of converting between z and y is:

E(z,y) = min{|p| : U(z,p) =y, Uly,p) = =} (1)

A natural upper bound for E(z,y) is K(z|y) + K (y|z). Using this (and other
reasons), we have defined the sum distance in [2]:

dsum(z,y) = K(z|y) + K(y|z).
However, the following theorem proved in [2] was a surprise.
Theorem 1. E(z,y) = max{K(z|y), K (y|z)}.

Thus, we have defined the max distance:
dmax(7,y) = max{K(z|y), K (y|z)}-

Both distances are shown to satisfy the basic distance requirements such as
positivity, symmetricity, triangle inequality, in [2]. We have further shown that
dmax and dsum minorizes all other distances that are computable and satisfies
some reasonable density condition that within distance k to any string z, there
are at most 2% other strings. Formally, a distance D is admissible if

> 2P <1, 2)

y
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Then we proved that for any admissible computable distance D, there is a
constant ¢, for all z,y, dmax(z,y) < D(z,y) + c. Put it bluntly, if any other
distance recovers some regularity between two sequences, so will dmyax-

The remaining question is to demonstrate that such distances are useful. How-
ever when we [18] tried to use our information distances, dsum Or dmax, to measure
similarity between genomes in 1998, we were in trouble. E. coli and H. influenza
are sister species but their genome lengths defer greatly. The E. coli genome is
about 5 megabases whereas the H. influenza genome is only 1.8 megabase long.
dmax OF dsum between the two genomes are predominated by genome length
difference rather than the amount of information they share. Such a measure
trivially classifies H. influenza to be closer to a more remote species of similar
genome length such as A. fulgidus (2.18 megabases) than to E. coli.

In order to solve this problem, we introduced “shared information distance”
in [18]:

K(z) — K(zly)
K(zy)

where K (z) — K (z|y) is mutual information between sequences z and y [20]. We
proved the basic distance metric requirements such as symmetry and triangle
inequality, and have demonstrated its successful application in whole genome
phylogeny in [18]. It turns out that dshare is equivalent to

K (zly) + K (y|x)
K(zy) '

dshare(xv y) =1-

Thus, it can be viewed as the normalized sum distance. Hence, it becomes natural

to normalize the optimal max distance in [19]:

max{K (z|y), K (y|z)}
max{K(z), K(y)}

d(z,y) = (3)
We have called d(z,y) the “normalized information distance” proved metricity
properties similar to that of normalized sum distance.

However, a key issue of universality of the normalized information distance,
all versions, has remained unsolved. The similar proof for d,ax and dsum, does not
work any more for normalized distances dshare and d. In [18], in order to prove
the universality statement, we were only able to prove a very weak statement:
for any computable distance D, there is a constance ¢ < 2 such that, with
probability 1, for all sequences z and y, d(z,y) < c¢D(z,y). This seemingly
innocent statement is actually begging the question: the random sequences have
probability 1, whereas it is non-random sequences we are interested in measuring
and this statement says nothing about them.

In our second paper [19], we have tried to avoid this problem by rescaling the
density conditions changing from

{y: Iyl =n and D(x,y) <d < 1}| < 2% (4)

in [18] to
{y: lyl = n and D(z,y) < d < 1}| < 29K ()
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However it turns out that Formula (5) is so restrictive that no reasonable dis-
tances can satisfy such requirement except our own normalized information
distance. Thus the universality statement is again meaningless. Cilibrasi and
Vitanyi have tried to further change the definition of normalized admissible dis-
tances [9)].

3 Fixing the Theory

We did not need to change the definition after all. Using the the original defition
of [18], Formula (4), we now prove the full universality theorem, removing the
“with probability 17 condition.

Theorem 2. For any computable distance D, satisfying density requirement
(4), for all sequence x and y, d(z,y) < D(z,y) + O(logn/ max{K (z), K(y)}).

Proof. For any binary sequence z of length n, Muchnik [21] proved that there
exists a (shortest) program z*, such that |z*| = K(z), K(z|z*) = O(logn) and
K(z*|z) = O(logn). That is, z* is a shortest program for z and it does not
contain too much extra information unrelated to z.

For any sequences x and y of length up to n, there are z* and y* satisfying
Muchnick’s theorem. Given y, we can compute y* using O(logn) information.
Then using K(z*|y*) information, we can compute z*, which in turn gives x
with O(log n) information. We have proved:

K(z|y) < K(z*|y") + O(log n). (6)

The equality actually holds. More general exploration of this is in [12].
Applying Inequality (6),

_ max{K(z|y), K(y|=)}
d(z,y) = max{K(z), K(y)}
max{K (z*|y"*), K(y*|z*)} + O(log n)
= max{K (z), K(y)} "

Given D, using the density property of Formula (4) and the computability
of D, we know K (z*|y*) < D(z,y)|z*| and K(y*|z*) < D(y,z)|y*|. Thus, from
Formula (7) and symmetry of D, we have,

max{K (z*|y*), K(y*|z*)} + O(logn)
max{K (z), K (y)}
max{D(z,y)|z*|, D(z,y)|y*|} + O(logn)
max{|z*|, [y*[}
< D(z,y) + O(logn/ max{K(z), K(y)}).

d(z,y) <

IN

Similar proof gives the universality statement for the normalized sum distance
(dshare), defined in [18].



