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GENERAL CHAIRPERSON’S MESSAGE

It has been a pleasure to head the team which has brought you Compcon. 80’Fall. I
think this has turned out to be an outstanding conference, with thirty nine technical
sessions plus the plenary session and evening panel debate. I would expect these _
proceedings to be well thumbed in the years to come.

I must tell you that everything went smoothly, even through changes of employment
and conference committee membership. Everyone carried his/her share of the load,
but no one was overtaxed. Based on previous years® experience, we established a
realistic schedule and followed it. Problems arose and were dealt with. My point is to
suggest that if you've never participated in Computer Society committee work, you
might consider working on a conference.

- I'm especially pleased with the program balance. There is good treatment of each of
several levels of involvement with distributed processing: casual interest, beginning
involvement, and highly experienced (two years, perhaps 7). The pre-conference tutor-
ials continue this multi-level presentation, including entry level as well as specialized
presentations. My only regret is that there are too many simultaneous sessions I want
to attend—and I haven' felt that way about a conference in years. :

Of course this was a team effort. I salute the conference and program committees.
Special tribute is due David Nelson, program chair, who organized an outstanding
group of people, who in turn produced this outstanding program.

The subject of this year’s conference, Distributed Computing, has been selected be- .
cause of its emerging importance. It is sufficiently broad to encompass most of com-
puter-land’s specialities, while at the same time being sufficiently focused to promise.
specific benefit to attendees. :

I trust that interactions at the conference will be as much a benefit as these proceed-
ings. Your suggestions for, and participation in, future conferences-is invited.

Marshall D. Abrams
General Chair :
COMPCON FALL 80



PREFACE

@
Man’s desire to interconnect—railroads, highways, telephones, and now computer
systems—is resulting in significant advances in distributed computer systems. These
advances are as significant for the 1980s as timesharing was to the 1970s and batch
processing was to the 1960s. Just as batch processing yielded to timesharing, so will
the latter yield, in many respects, to distributed designs, as their advantages become
understood and verified through cxperience.

We are entering a new phase in distributed processing. We finally have actual expe-
rience with several systems, and one gets a feeling similar to when a computer pro-
gram becomes too large and complex—a desire for simpler solutions, a desire to
discard unworthy ideas, and a desire to reimplement the good ones. Through all of
this, we see the emergence of ideas which are more elegant, integrative, and in better
compliance with both application and technological requirements.

This year’s conference reaches a very broad set of topics, all of which directly bear on
the design of distributed systems. The Program Committee is equally broad with
respect to member’s interests, affiliations, and backgrounds. We hope you find the
program valuable and interesting.

David L. Nelson
Program Chair
COMPCON FALL 80
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KEY DECISIONS IN DISTRIBUTED PROCESSING

Harold Lorin

IBM Systems Research Institute, New York, New York
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CONTROL OF DATA
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are not undertaken. This deilslon
has potentiall; very wide mpact
both on _appl catzon developlent
style and on the - relationship
between operational units and a data
pProcessing staff.

The reasons commonly given to define
a corporate wide "data management
function are:

1. Data ls valuable corporate
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necessary in order to achieve the
benefits that  application _ or
workload gart tioning will brlng.
An interesting exercise, well worth
undertaking, "is for business unit
management” to gather im a meeting
with" data-procéssing management_  in
order to discuss wh beneglts might
accrng with various orms of
distribution of function and
equipment.

A list of wvhat is expected from
dedicating egulpnent o _business
units may be formed. This list will
contain ~such items as increased
availability, increased stability of
erformance, increased flexibilxt;
aster responge time, etc. The nexf
sieg is_to eterm ge exactl] what
kind of difference n benefits will
occur i the computer equipment is
not iocated with the functional unit
but is retained in a data center.
Often it will become obvious that
the equipment should - be placed in
the business  unit, Sometimes it
Ulil be recognized that the benefits
wvhich are soight may be achieved by
paritioning and dedication without a
physical dispersion of equipment.

A next phase is for data-processin
personnel to_explain in some detai
what is involve in the "ownership"
of computing equipment of various
kinds. The need for grofess onal
staffs with various skills, etc.
and the nature of systeams langgelen
lag,dlscou;age some whose desire for
equipment is'only a surrogate for a
desire for more responsive

. from a data center.

which

service

The factors ;
considered in determining
and to what degree
eguiplent should be
dispersed are:

1. . Which of the benefits of

dedication of equipment require that

the equipment e physcial K‘lplaced
1

whether
computin
physically

in the business unit? Sta 1t{ of
performance, local rogrammabil tg,
no systens shar ng laz . be
acconplished withou physical
dispersal of the .Systenm.
Non-dependence on communications
equipment and absolute physical
security require local siting.

2, How _much e§uiplent should be
placed in the ocal facility? Is

enough equipment to  suppor some
failSoft Status sufficient or need
the entire apgligatlons area operate
in the local facility?

3, Are there operational costs which
will si different in ilgortant ways
depending on_ the gbysxc_l location
of the “equipment . Will systeams
programming or operational costs go
ug or down Will local grofessiongl
staff be needed or will certain
aspects of systeas control: be
retained in the data center even if

should be .

the equipment is dispersed?

4. Are communications costs_going to
be a serious factor indicating where

eguiplent should be actually
physically placed?
5. _Will back-up systems cost and

design effort be gteater or less if
the equipment is dispersed?

RGANI TIONAL LEVEL
O R BR A ok B EL

An important decision is to what
depth in the organization computing
equipment and associated  function
. be dispersed. Within a
functional area there na{ be_ some
number of orgamizational evels and
each may havé a_reasonable separable
set of applicationms. At wha
in the organlgatxonal chart should
egulplent e dispersed, what will be
the equipnpnt/appllcatlgn ratios, at
how nanz disCrete sites should
equipment be placed?

In considering what levels of
functional management .constitute an
%gffoprxate level of dispersion, the

owing things should be
considered:
1. What is the level at_ which the
organization 1is repared to take
responsbility or enforcing
standards in data control,
programmin control,

g pro;ect
operational control

2. To what extent is there intensive
and continuuing interaction between
organizational structures within the
same functional grouping.

3. To what extent does sysgeis
design, . communications design,
applications design become more

complex -as _a_ function of more
granular partitioning?

4. To what_extent has management at

lower levels expressed an interest
in having dedicated and/or locally
sited equipment?

5. At what level of structure is the
organization stable so hat
dispersion of hardware will not
reduce the flexibility of subsequent
re-organization.

DETERMINATION OF

STSTERS EDGEs
This is an issue that must be
.carefully .worked out between
data- rocess1ng gtofessional . and
functional units who qfe acgu ring a
voxcg .in the direction of
applications development, systems
development and communications
design.
The_ decision to disperse
applications programming, for



example, must necessarily involve
some questions about wha .the
intersection is between applications
development and slstens development.
Does_tge_capap111 y of developling an
application involve the «capability
to choose vhat operating system of
data manager_ the application will
use? Does 1local control of data
formatting and de31gn impl the
right to choose what data manager
3;3 %I will be used to support the
a

In . different systems software
environments_  the unciional edges
between applications rograms_ and
systems programs, ffers_ widely.
.Some systems provide
must " be programmed
application wvhen other systems are
used. A clear_  understanding of who
is responsible for determining
systeas environments _ mus .beée
achieved before  distribution
decisions can be put into place.

into the

Similarlx,f;he edges of the network
©

nust be ined and discovered. It
is good practice for a professional
staff to maintain control of a
"backbone” network. This _backbone
netvork is designed to allow _the
computer systeas ,of various
functional units to interact _with
each other or with higher level

management systems.
logical and physcial
this, the establishment of standards
and protocols is often considered an
important professional activity even
when computer power is dispersed.
Avoiding, the - proliferation of
applications__ specific networks,
achieving _efficlent network_  usage,
the flexibility of cross-application
access from Ssets of terminals is
seen as a major advantage.

The definition however, of just
what is the "Backboge network" is
something to which =~ explicit
attention _ must be paid. .One
approach is to have a centralized
staff define the business unit
computer to business unit  computer
network, but leave the definitiom of
subnetwvorks of terminals or
satellite processors which talk to
business unit systems to .
operational departments,
department A sSystem talks to
degartlgnt B System across . the
enterprise network, but terminals
talking to A use an isolated network
:hxch may be defined by department

The design of

In considering how much global
responsibility the backbone nétwork
staff should have,% the following

factors are importan

functions that.

networks to do -

’

1. Ho¥ much cross systenm
expected
terminal?

access_is
rom any _ particular
Now? Within Five Years?

2. How much  terminal specialization
is involved in supgottlng particular
agpllcatlgns? Will the  nature of
the terminals suggest interest in
communicating only™ with one system
or will general "purpose terminals

which may grow in functional use be
more common?

3. To uﬁag extent will back-up and
failsoft situations involve the use
of the backbone network ? :

4. How stable is the functional
organization vwhich is used as_the
basis . for distribution? Will it
tend to change so that access to
systems not ciurrently needed become
a requirement?

5. Is there a _real gossibility that
more and more_local function will be
placed, in 1local i the
intelligence of oca units
increase? Will this tend to change
Eg§t§¥stens access patterns of local

units as

6. To what extent does technology'’

suggest that distinctions between
large  capacity, lon haul, or _low
capacity_ shor hau (or various
combinations of speed, . cagac1ty and
distance) will fade in the future
and a single technology will be
chosen  for all unit to unit
interaction?
CONCLUSION

We have proposed that the decisions
to dlsferse programming power, data
control and physical equlpnen£ are
key .issues in distributed

rocessing. Some organizational
ecisions’ have little impact on
systems structure. Some, like the
decision about data_control, seem to

imply a great deal about how the

cglfutxng systems of an enterprise

will be sShaped.
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