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Preface

The present volume is based on papers presented at the 6th Workshop on Mem-
brane Computing, WMC6, which took place in Vienna, Austria, in the period
July 18-21, 2005. The first three workshops were organized in Curtea de Arges,
Romania — they took place in August 2000 (with the proceedings published in
Lecture Notes in Computer Science, volume 2235), in August 2001 (with a selec-
tion of papers published as a special issue of Fundamenta Informaticae, volume
49, numbers 1-3, 2002), and in August 2002 (with the proceedings published
in Lecture Notes in Computer Science, volume 2597). The fourth and the fifth
workshops were organized in Tarragona, Spain, in July 2003, and in Milan, Italy,
in June 2004, with the proceedings published as volumes 2933 and 3365, respec-
tively, of Lecture Notes in Computer Science.

The pre-proceedings of WMC6 were published by the Institute for Computer
Languages of the Vienna University of Technology, and they were available dur-
ing the workshop. Conforming with tradition, this workshop, too, was a lively
scientific event, with many questions and engaged discussions following presen-
tations of papers.

The current volume is based on a selection of papers from the pre-proceedings.
These papers were significantly modified according to the discussions that took
place during the workshop, and all the selected papers were additionally refereed.
The papers in this volume cover all the main directions of research in membrane
computing, ranging from theoretical topics in mathematics and computer sci-
ence, to application issues, especially in biology. More specifically, these papers
present research on topics such as: computational power and complexity classes,
new types of P systems, relationships to Petri nets, quantum computing, and
brane calculi, determinism vs. nondeterminism, hierarchies, the size of small fam-
ilies, algebraic approaches, and designing polynomial solutions to NP-complete
problems through the use of membrane systems. Like the previous workshops,
the scientific program of WMCS included invited lectures by leading researchers
in membrane computing (all the invited talks are represented in this volume)
as well as contributed talks based on refereed papers. Altogether, the volume is
a faithful illustration of the current state of research in membrane computing
(a comprehensive source of information about this fast emerging area of natural
computing is the website http://psystems.disco.unimib.it).

The workshop was organized by the Institute for Computer Languages of the
Vienna University of Technology, under the auspices of the European Molecular
Computing Consortium (EMCC).

The Program Committee consisted of Erzsebeth Csuhaj-Varji (Budapest,
Hungary), Rudolf Freund (Vienna, Austria) — Co-chair, Marian Gheorghe (Shef-
field, UK), Hendrik Jan Hoogeboom (Leiden, The Netherlands), Oscar H. Ibarra
(Santa Barbara, USA), Natasha Jonoska (Tampa, Florida), Kamala Krithivasan



VI Preface

(Madras, India), Vincenzo Manca (Verona, Italy), Maurice Margenstern (Metz,
France), Gheorghe Piun (Bucharest, Romania, and Seville, Spain) — Co-chair,
Mario J. Pérez-Jiménez (Seville, Spain), Grzegorz Rozenberg (Leiden, The Ne-
therlands, and Boulder, Colorado, USA), Petr Sosik (Opava, Czech Republic),
and Claudio Zandron (Milan, Italy).

The editors are indebted to the participants of WMC6 and in particular to
the contributors of this volume. Special thanks go to Springer for the efficient
cooperation in the timely production of this volume.

November 2005 Rudolf Freund
Gheorghe Piun

Grzegorz Rozenberg

Arto Salomaa,



Table of Contents

Invited Lectures

Computational Power of Symport/Antiport: History, Advances, and
Open Problems
Artiom Alhazov, Rudolf Freund, Yurii Rogozhin...................

Structural Operational Semantics of P Systems
Oana Andrei, Gabriel Ciobanu, Dorel Lucanu . ...................

Some Recent Results Concerning Deterministic P Systems
Oscar H. Ibarra. ... ..o e e

Membrane Algorithms
Tasshin Y. INIShida: s nvse vovmmens swsss sos swims smp s0s 608ms s 38 g5

On Evolutionary Lineages of Membrane Systems
Petr Sostk, Ondrej Valik . . ... i

Regular Presentations

Number of Protons/Bi-stable Catalysts and Membranes in
P Systems. Time-Freeness
Artiom AIRGZOV . coivvsvsvsvnsmssns vasss sasmosnsss essosswon i

Symbol/Membrane Complexity of P Systems with Symport/Antiport
Rules

Artiom Alhazov, Rudolf Freund,

Morion OQSWald ;. cucusvsvossmans sosnnswsvmimmswssvsneosssmsss

On P Systems as a Modelling Tool for Biological Systems
Francesco Bernardini, Marian Gheorghe, Natalio Krasnogor,
Ravie C. Muniyandi, Mario J. Pérez-Jimenez,
Francisco José Romero-Campero .. ......c.oouuneunnnenenneinnns

Encoding-Decoding Transitional Systems for Classes of P Systems
Luca Bianco, Vincenzo Manca .. .........c.cuuiieininnnnnennen.s

On the Computational Power of the Mate/Bud/Drip Brane Calculus:
Interleaving vs. Maximal Parallelism
Nadia BUsi. ....oooo it e



VIII Table of Contents

A Membrane Computing System Mapped on an Asynchronous,
Distributed Computational Environment
Guido Casiraghi, Claudio Ferretti, Alberto Gallini,
GIancarlo Mauri .. ..o vt e e 159

P Systems with Memory
Paolo Cazzaniga, Alberto Leporati, Giancarlo Mauri,
Claudio Zandromn . . ... ... et e et e e 165

Algebraic and Coalgebraic Aspects of Membrane Computing
Gabriel Ciobanu, Viorel Mihai Gontineac . ...........c.couvvenenn. 181

P Systems and the Modeling of Biochemical Oscillations
Federico Fontana, Luca Bianco,
Vineenzo Manca .. ..... ..ot e 199

P Systems, Petri Nets, and Program Machines
Pierluigh FIi8C0 :cs.iesiscosnissinsins sweswsms sasasens inene saasis 209

On the Power of Dissolution in P Systems with Active Membranes
Miguel A. Gutiérrez—Naranjo, Mario J. Pérez—Jiménez,
Agustin Riscos—Niunez, Francisco J. Romero—Campero ............. 224

A Linear Solution for QSAT with Membrane Creation
Miguel A. Gutiérrez-Naranjo, Mario J. Pérez-Jiménez,
Francisco J. Romero-Campero .. ........ouuuuneineunennennenann. 241

On Symport/Antiport P Systems and Semilinear Sets
Oscar H. Ibarra, Sara Woodworth, Hsu-Chun Yen, Zhe Dang . ... ... 253

Boolean Circuits and a DNA Algorithm in Membrane Computing
Mihai Ionescu, Tseren-Onolt Ishdory . ..., 272

Towards a Petri Net Semantics for Membrane Systems
Jetty H.C.M. Kleijn, Maciej Koutny, Grzegorz Rozenberg .......... 292

Quantum Sequential P Systems with Unit Rules and Energy Assigned
to Membranes
Alberto Leporati, Giancarlo Mauri, Claudio Zandron .............. 310

Editing Distances Between Membrane Structures
Damidn Lopez, José M. Sempere ... ......coovuenuininiennennin. 326

Relational Membrane Systems
Adam Obtubowicz ... ..o e e e 342



Table of Contents IX

On the Rule Complexity of Universal Tissue P Systems
Yurii Rogozhin, Sergey Verlan ........ ... . .. . .. . i 356

Non-cooperative P Systems with Priorities Characterize PSETOL
Dragos Shurlan .. ...t e 363

Author Index . ...t e e e e e 371



Computational Power of Symport/Antiport:
History, Advances, and Open Problems

Artiom Alhazov!2, Rudolf Freund?, and Yurii Rogozhin?

! Research Group on Mathematical Linguistics,
Rovira i Virgili University, Pl. Imperial Tarraco 1, 43005 Tarragona, Spain
artiome.alhazov@estudiants.urv.es
2 Institute of Mathematics and Computer Science
of the Academy of Sciences of Moldova,
Str. Academiei 5, Chigindu, Moldova
{artiom, rogozhin}@math.md
3 Faculty of Informatics, Vienna University of Technology,
Favoritenstr. 9-11, A-1040 Vienna, Austria
rudi@emcc.at

Abstract. We first give a historical overview of the most important
results obtained in the area of P systems and tissue P systems with
symport/antiport rules, especially with respect to the development of
computational completeness results improving descriptional complexity
parameters. We consider the number of membranes (cells in tissue P
systems), the weight of the rules, and the number of objects. Then we
establish our newest results: P systems with only one membrane, symport
rules of weight three, and with only seven additional objects remaining in
the skin membrane at the end of a halting computation are computation-
ally complete; P systems with minimal cooperation, i.e., P systems with
symport/antiport rules of size one and P systems with symport rules
of weight two, are computationally complete with only two membranes
with only three and six, respectively, superfluous objects remaining in
the output membrane at the end of a halting computation.

1 Introduction

P systems with symport/antiport rules, i.e., P systems with pure communication
rules assigned to membranes, were introduced in [38]. Symport rules move objects
across a membrane together in one direction, whereas antiport rules move objects
across a membrane in opposite directions. These operations are very powerful,
i.e., P systems with symport/antiport rules have universal computational power
with only one membrane, e.g., see [15], [22], [17].

After establishing the necessary definitions, we first give a historical overview
of the most important results obtained in the area of P systems and tissue P sys-
tems with symport/antiport rules and review the development of computational
completeness results improving descriptional complexity parameters, especially
concerning the number of membranes and cells, respectively, and the weight of

R. Freund et al. (Eds.): WMC 2005, LNCS 3850, pp. 1-30, 2006.
© Springer-Verlag Berlin Heidelberg 2006



2 A. Alhazov, R. Freund, and Y. Rogozhin

the rules as well as the number of objects. Moreover, we establish our newest
results: first we prove that P systems with only one membrane and symport
rules of weight three can generate any Turing computable set of numbers with
only seven additional symbols remaining in the skin membrane at the end of a
halting computation, which improves the result of [21] where thirteen superflu-
ous symbols remained. Then we show that P systems with minimal cooperation,
i.e., P systems with symport/antiport rules of weight one and P systems with
symport rules of weight two, are computationally complete with only two mem-
branes modulo some initial segment. In P systems with symport/antiport rules
of weight one, only three superfluous objects remain in the output membrane at
the end of a halting computation, whereas in P systems with symport rules of
weight two six additional objects remain. For both variants, in [5] it has been
shown that two membranes are enough to obtain computational completeness
modulo a terminal alphabet; in this paper, we now show that the use of a termi-
nal alphabet can be avoided for the price of superfluous objects remaining in the
output membrane at the end of a halting computation. So far we were not able
to completely avoid these additional objects, hence, it remains as an interesting
question how to reduce their number.

2 Basic Notions and Definitions

For the basic elements of formal language theory needed in the following, we
refer to [45]. We just list a few notions and notations: N denotes the set of
natural numbers (i.e., of non-negative integers). V* is the free monoid generated
by the alphabet V under the operation of concatenation and the empty string,
denoted by A, as unit element; by NRE, NREG, and NFIN we denote the family
of recursively enumerable sets, regular sets, and finite sets of natural numbers,
respectively. For k > 1, by Ny RE we denote the family of recursively enumerable
sets of natural numbers excluding the initial segment 0 to k — 1. Equivalently,
NyRE={k+L|LeNRE} wherek+L={k+n|necL}.

Let {a1,...,a,} be an arbitrary alphabet; the number of occurrences of a
symbol a; in z is denoted by |z|,, ; the Parikh vector associated with z with
respect to ay, ...,y is (|ac|al yeees |x|an) . The Parikh image of a language L over
{a1,...,a,} is the set of all Parikh vectors of strings in L. A (finite) multiset
(my,a1)...{(Mnp,a,) with m; € N, 1 <1 < n, can be represented by any string
z the Parikh vector of which with respect to aj,...,a, is (my,...,my,).

The family of recursively enumerable sets of vectors of natural numbers is
denoted by PsRE.

2.1 Register Machines and Counter Automata

The proofs of the main results discussed in this paper are based on the simulation
of register machines or counter automata, respectively; with respect to register
machines, we refer to [37] for original definitions, and to [13] for definitions like
those we use in this paper.



Computational Power of Symport/Antiport 3

A (non-deterministic) register machine is a construct
M = (va)q07qf7P)7

where:

— d is the number of registers,
— @ is a finite set of label for the instructions of M,
— qo is the initial label,
— gy is the final label, and
— P is a finite set of instructions injectively labelled with elements from Q.
The labelled instructions are of the following forms:
L q1:(A(r),q92,03);
add 1 to the contents of register r and proceed to one of the instructions
(labelled with) g» and g3 (“ADD”-instruction).
2. q1: (S (r) 1Q2vQ3);
if register r is not empty, then subtract 1 from its contents and go
to instruction gz, otherwise proceed to instruction g3 (“SUBTRACT”-
instruction).
3. g5 : halt;
stop the machine; the final label ¢ is only assigned to this instruction.

A (non-deterministic) register machine M is said to generate a vector of nat-
ural numbers (s1,...,8%) if, starting with the instruction with label ¢y and all
registers containing the number 0, the machine stops (it reaches the instruction
qs : halt) with the first k registers containing the numbers si,...,s; (and all
other registers being empty).

The register machines are known to be computationally complete, equal in
power to (non-deterministic) Turing machines: they generate exactly the sets
of vectors of natural numbers which can be generated by Turing machines, i.e.,
the family PsRE. More precisely, from the main result in [37] that the actions
of a Turing machine can be simulated by a register machine with two registers
(using a prime number encoding of the configuration of the Turing machine)
we know that any recursively enumerable set of k-vectors of natural numbers
can be generated by a register machine with k + 2 registers where only “ADD”-
instructions are needed for the first k registers.

A non-deterministic counter automaton is a construct

M = (d1Q7q0’qf1P)a

where:

— d is the number of counters, and we denote D = {1,...,d};

— (@ is a finite set of states, and without loss of generality, we use the notation
Q={a:|0<i<f}and F={0,1,...,f},

— ¢o € Q is the initial state,

— g5 € @ is the final state, and

— P is a finite set of instructions of the following forms:
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1. (g — q,k+), with 3,1l € F, i # f, k € D (“increment”-instruction).
This instruction increments counter k& by one and changes the state of
the system from g¢; to g;.

2. (g — qi, k=), with i,l € F, i # f, k € D (“decrement”-instruction). If
the value of counter k is greater than zero, then this instruction decre-
ments it by 1 and changes the state of the system from-g; to ¢;. Otherwise
(when the value of register k is zero) the computation is blocked in state
qi.

3. (¢ — qi,k=0),withi,l € F, i # f, k € D (“test for zero”-instruction).
If the value of counter k is zero, then this instruction changes the state
of the system from g; to g;. Otherwise (the value stored in counter k is
greater than zero) the computation is blocked in state g;.

4. halt. This instruction stops the computation of the counter automaton,
and it can only be assigned to the final state gy.

A transition of the counter automaton consists in updating/checking the value
of a counter according to an instruction of one of the types described above and
by changing the current state to another one. The computation starts in state gq
with all counters being equal to zero. The result of the computation of a counter
automaton is the value of the first k¥ counters when the automaton halts in state
gr € @ (without loss of generality we may assume that in this case all other
counters are empty). A counter automaton thus (by means of all computations)
generates a set of k-vectors of natural numbers. As for register machines, we
know that any set of k-vectors of natural numbers from PsRFE can be generated
by a counter automaton with £+ 2 counters where only “increment”-instructions
are needed for the first k counters.

A special variant of counter automata uses a set C' of pairs {4, j} with4,j € Q
and i # j. As a part of the semantics of the counter automaton with conflicting
counters M = (d, @, qo, gy, P,C), the automaton stops without yielding a result
whenever it reaches a configuration where, for any pair of conflicting counters,
both are non-empty.

Given an arbitrary counter automaton, we can easily construct an equivalent
counter automaton with conflicting counters: For every counter ¢ which shall
also be tested for zero, we add a conflicting counter 7; then we replace all “test
for zero”-instructions (! — !’,7 = 0) by the sequence of instructions (I — 1”,7+),
(" — U';7-). Thus, in counter automata with conflicting counters we only use
“increment”-instructions and “decrement”-instructions, whereas the “test for
zero”-instructions are replaced by the special conflicting counters semantics.

Another special variant of a counter automaton is called partially blind (multi)
counter automaton (or machine, [23]); we shall use the abbreviation PBCA for
this restricted type of counter automata which consists of a finite number (we call
the number m) of counters that can add one and subtract one, but cannot test
for zero. If there is an attempt to decrement a zero counter, the system aborts
and does not accept. The first k& counters (for some & < m) are input counters.
The system is started with some nonnegative integers (n1,...,n,) in the input
counters and the other counters set to zero. The input tuple is accepted if the
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system reaches a halting state and all the counters are zero. Hence, the language
accepted by a PBCA is the set of k-tuples of nonnegative integers accepted by
the system.

Formally a PBCA is defined as M = (m, B, lo,ln, R) where m is the number
of partially blind counters in the system, B is the set of instruction labels, Io is
the starting instruction, I is the halting instruction, and R is the set of labelled
instructions. These labelled instructions in R are of the forms:

— l; : (ADD(r),l;),
.+ (SUB(r),1;),
— ;s HALT,

|
~
g

where l; and l; are instruction labels and r is the counter that should be
added/ subtracted.

For notational convenience, we will denote the family of sets of tuples of
natural numbers accepted by some PBCA as aPBLIND and the family of
sets of tuples of natural numbers accepted by PBCAs with m counters as m-
aPBLIND.

A related model called blind (multi)counter automaton (or machine, see [23]) is
a (multi)counter automaton that can add one and subtract one from a counter,
but cannot test a counter for zero. The difference between this model and a
partially blind counter automaton is that a blind counter automaton does not
abort when a zero counter is decremented. Thus, the counter can store negative
numbers. Again, an input is accepted if the computation reaches an accept state
and all the counters are zero.

We note that blind counter automata are equivalent in power to reversal
bounded counter automata [23] which are equivalent to semilinear sets [30].
Partially blind counter automata are strictly more powerful than blind counter
automata [23].

We have defined a PBCA as an acceptor for k-tuples of nonnegative inte-
gers. One can also define a partially blind counter automaton that is used as
a generator of k-tuples of nonnegative integers [29]. A partially blind counter
generator (PBCG) M consists of m counters, where the first & < m counters
are distinguished as the output counters. M starts with all counters set to zero.
Again, at each step, each counter can be incremented/decremented by 1 (or left
unchanged), but if there is an attempt to decrement a zero counter, the system
aborts and does not generate anything. If the system halts in a final state with
zero in counters k + 1,...,m, then the tuple (ny,...,nx) in the first k counters
is said to be generated by M.

A restricted variant of a counter automaton is called linear-bounded multi-
counter automaton (or machine).

A deterministic multicounter automaton Z is linear-bounded if, when given
an input n in one of its counters (called the input counter) and zeros in the other
counters, it computes in such a way that the sum of the values of the counters
at any time during the computation is at most n. One can easily normalize
the computation so that every increment is preceded by a decrement (i.e., if Z



