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Preface

This volume represents the proceedings of the Eighth International Conference
on Typed Lambda Calculi and Applications, TLCA 2007, held in Paris, France
during 26-28 June 2007, in conjunction with RTA. It contains the abstracts of
the invited talks by Frank Pfenning and Patrick Baillot, plus 25 contributed pa-
pers. The contributed papers were selected from a total of 52 submissions. The
conference program included an invited talk by Greg Morrisett and a special
evening talk by Henk Barendregt, on “Diamond Anniversary of Lambda Calcu-
lus.” I wish to express my gratitude to the members of the Program Committee
and to all the referees for their contribution in preparing a very interesting sci-
entific program. Moreover, I thank, the members of the Organizing Committee
for their hard work and the sponsoring institutions.

April 2007 Simona Ronchi Della Rocca
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On a Logical Foundation for
Explicit Substitutions

Frank Pfenning

Department of Computer Science
Carnegie Mellon University
fp@cs.cmu.edu
http://www.cs.cmu.edu/ " fp

Traditionally, calculi of explicit substitution [1] have been conceived as an im-
plementation technique for B-reduction and studied with the tools of rewriting
theory. This computational view has been extremely fruitful (see [2] for a recent
survey) and raises the question if there may also be a more abstract underlying
logical foundation.

Some forms of explicit substitution have been related to cut in the intuition-
istic sequent calculus [3]. While making a connection to logic, the interpretation
of explicit substitutions remains primarily computational since they do not have
a reflection at the level of propositions, only at the level of proofs.

In recent joint work [4], we have shown how explicit substitutions naturally
arise in the study of intuitionistic modal logic. Their logical meaning is embodied
by a contextual modality which captures all assumptions a proof of a proposition
may rely on. Explicit substitutions mediate between such contexts and therefore,
intuitively, between worlds in a Kripke-style interpretation of modal logic.

In this talk we review this basic observation about the logical origin of explicit
substitutions and generalize it to a multi-level modal logic. Returning to the
computational meaning, we see that explicit substitutions are the key to a A-
calculus where variables, meta-variables, meta-meta-variables, etc. can be unified
without the usual paradoxes such as lack of a-conversion. We conclude with
some speculation on potential applications of this calculus in logical frameworks
or proof assistants.

References

1. Abadi, M., Cardelli, L., Curien, P.L., Lévy, J.J.: Explicit substitutions. Journal of
Functional Programming 1(4), 375-416 (1991)

2. Kesner, D.: The theory of calculi with explicit substitutions revisited. Unpublished
manuscript (October (2006)

3. Herbelin, H.: A lambda-calculus structure isomorphic to Gentzen-style sequent cal-
culus structure. In: Pacholski, L., Tiuryn, J. (eds.) CSL 1994. LNCS, vol. 933, pp.
61-75. Springer, Heidelberg (1995)

4. Nanevski, A., Pfenning, F., Pientka, B.: Contextual modal type theory. Transactions
on Computational Logic (To appear, 2007)
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From Proof-Nets to Linear Logic Type Systems
for Polynomial Time Computing

Patrick Baillot*

LIPN, CNRS & Université Paris 13,
99 av. J-B. Clément, 93430 Villetaneuse, France
patrick.baillot@lipn.univ-parisi3.fr

Abstract. In this presentation we give an overview of Dual Light Affine
Logic (DLAL), a polymorphic type system for lambda calculus ensuring
that typable lambda terms are executable in polynomial time. We stress
the importance of proof-nets from Light linear logic for the design of this
type system and for a result establishing that typable lambda-terms can
be evaluated efficiently with optimal reduction. We also discuss the issue
of DLAL type inference, which can be performed in polynomial time for
system F terms. These results have been obtained in collaborations with
Terui [1], Atassi and Terui [2], and Coppola and Dal Lago [3].

Implicit Computational Complexity (ICC) is concerned with the study of
computation with bounded time or memory. It has emerged from early works
such as those of Leivant [4], Bellantoni and Cook [5], Jones [6], Leivant and
Marion [7]. Lambda calculus and functional programming play a key role in this
field. A particular interest is attached to feasible computing, by which we mean
computing in polynomial time in the size of the input (PTIME).

Instead of seeing execution time simply as a result of observation, the driving
motivation here is to shed some light on the nature of feasible computing, by
unveiling some invariants or some programming methodologies which can in a
modular way ensure that the resulting programs remain in the feasible class.
Challenging goals in this area are to obtain manageable programming languages
for feasible computing or to delineate some constructive proof systems in which
extracted programs would be certified to be of polynomial time complexity.

An important issue is that of intensional expressivity: even if all polynomial
time functions are representable, not all ICC systems have the same expressive
power when it comes to implement concrete algorithms.

Linear Logic. Here we focus our attention on the linear logic approach to
ICC, which is based on the proofs-as-programs correspondence. By giving a log-
ical status to the operation of duplication linear logic provides a fine-grained
way to study and control the dynamics of evaluation. Indeed various choices
of rules for the modalities (ezponential connectives), regulating duplication, re-
sult in variants of linear logic with different bounds on proof normalization (cut
elimination).

* Partially supported by project NO-CoST (ANR, JC05.43380).

S. Ronchi Della Rocca (Ed.): TLCA 2007, LNCS 4583, pp. 2-7, 2007.
© Springer-Verlag Berlin Heidelberg 2007
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This approach lead in particular to Bounded (BLL) [8], Soft (SLL) [9] and
Light (LLL) linear logics [10] (or its variant Light Affine Logic LAL [11]), which
correspond to PTIME computation. The language used is that of proof-nets, a
graph syntax for proofs. Using the Curry-Howard correspondence the system
LAL for instance gives a calculus for polynomial time computing in the ICC
approach (see e.g. [12]).

Types. We will describe a type system for lambda calculus obtained from Light
linear logic, called Dual Light Affine Logic (DLAL). If a term acting say, on binary
lists, is well typed in DLAL, then it runs in polynomial time. The advantage here
with respect to LAL is that the source language, lambda calculus, is a standard
one and the discipline for ensuring polynomial time bounds is managed by the
type system. A nice aspect also w.r.t. other type-based ICC systems such as e.g.
[13] is that the lambda calculus does not contain constants and recursor, but
instead the data types and the corresponding iteration schemes are definable, as
in system F. Indeed, DLAL, as other type systems from Light logics can be seen
as a refinement of system F types.

Proof-Nets and Boxes. Essentially a DLAL type derivation corresponds to an
LAL proof-net. The main extra information with respect to the underlying system
F term lies in the presence of bozes, corresponding to the use of modalities. Boxes
are a standard notion in the proof-net technology. They are usually needed to
perform proof-net normalization. We emphasize here a double aspect of boxes
in Light logics:

— from a methodological point of view: boxes are a key feature in Light logics
(and thus in the design of Light type systems) because they allow to enforce
some invariants which guarantee the complexity bound;

— from an operational point of view: boxes can somehow be forgotten for eval-
uation of (typable) terms; this can be achieved either by using the DLAL
type system and 3 reduction, or by using optimal reduction, that is to say
graph rewriting.

We will illustrate this double aspect of boxes and the interplay between lambda
terms and proof-nets (Fig 1) by discussing the DLAL type assignment system,
optimal reduction of typable terms and finally DLAL type inference.

1 Type System DLAL and Proof-Nets
Dual Light Affine Logic (DLAL ) is a type system derived from Light Affine
Logic [1]. Its type language is defined by:

AB:=a|A—-B|A= B|§A|Va.A,
where —o (resp. =>) is a linear (resp. non-linear) arrow connective. An integer
called depth is attached to each derivation. The main property of DLAL is:

Theorem 1. If a lambda term t is typable in DLAL with a type derivation of
depth d, then any 3 reduction sequence of t has length bounded by O(|t|2d).
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definition of type systems

Lambda
calculus

Light
Proof nets

[ explicit
complexity

- bounds
type inference

(constraints solving)

proof of P—soundness

Sharing graphs:
Optimal
reduction

Fig. 1. Lambda terms and Light proof-nets

DLAL can be translated in LAL using (A = B)* = !A* — B*. Consequently any
DLAL type derivation corresponds to an LAL proof-net. These proof-nets have
two kinds of boxes: !-boxes, which are duplicable, and §-boxes which are not.
The depth of a DLAL derivation corresponds to the maximal nesting of boxes in
the corresponding proof-net.

All polynomial time functions can be represented in DLAL. However its inten-
sional expressivity, as that of other Light logic systems, is actually quite weak
(some simple PTIME system F terms are non typable). On the other hand test-
ing if a term is typable can be done efficiently, as we will see in Section 3. This
illustrates a kind of trade-off in ICC languages between the algorithmic expres-
sivity on the one hand and the easiness of verifying if a program belongs to the
language on the other.

2 Evaluating Without Boxes: Optimal Reduction

Boxes are an important information in proof-nets and are needed for their nor-
malization (see e.g. [14]). However it turns out that DLAL typable lambda terms
can be evaluated with a local graph-rewriting procedure (without the boxes):
Lamping’s abstract algorithm for optimal reduction. The advantage of this ab-
stract algorithm with respect to Lamping’s general algorithm [15,16] is that no
bookkeeping is needed for managing the indices, which makes it particularly
simple.

The fact that Lamping’s algorithm is correct for LAL or EAL (Elementary
Affine Logic) typed terms was actually a main motivation for the study of
these systems for quite a while [17]. However a recent result [3] is that Lamp-
ing’s abstract algorithm applied to DLAL or LAL typable terms is of similar
complexity as proof-net reduction, that is to say polynomial in the size, if the
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depth is fixed. This has been achieved by using as tools proof-nets and context
semantics ([18]).

3 Recovering Boxes: Type Inference by Linear
Programming

We stressed that typable lambda terms can be evaluated efficiently without the
typing information. So, why would we need types anyway then? Actually the
typing can be important: (i) to get an explicit complexity bound for the reduction
(Theorem 1); (ii) for modularity: to be able to combine terms together and stay
in the typable class.

The specificity of DLAL type inference is the inference of modalities, so we
consider as input a system F typed lambda term. Concretely type inference in
DLAL for this term can then be performed by decorating the syntax tree of the
term with boxes and the types with modalities, that is to say by constructing
a proof-net. An algorithm searching for such decorations by using constraints
generation and solving has been given in [2] (Fig. 2), after works on related
systems, e.g. in [19,20,21].

system F parameterized constraints DLAL type derivation

lambda term lambda term system / Proof net
constraints solving )
generation polynomial

complexity bound

Fig. 2. DLAL type inference

The algorithm relies on two ingredients:

— analysing where non-linear application (and hence !-box) is needed: this is
expressed by boolean constraints;

— searching for a suitable distribution of boxes (! or §-boxes): the key point
here is to assign integer parameters for the number of (box) doors on each
edge, and to search for instantiations of these parameters for which valid
boxes can be reconstructed.

In this way a set of constraints on boolean (b;) and integer (n;) parameters is
associated to a term, expressing its typability. It contains:

boolean constraints, eg. bi=bz, b; =0
linear constraints, eg. >,n<0
mixed boolean/linear constraints, e.g. by =1= ), n; <0.

A resolution method for solving the constraints system is given by the follow-
ing two-step procedure:
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boolean phase: search for the minimal solution to the boolean constraints.
This corresponds to doing a linearity analysis (determine which applications
are linear and which ones are non-linear).

. linear programming phase: once the constraints system is instantiated with

the boolean solution, we get a linear constraints system, that can be solved
with linear programming methods. This corresponds to finding a concrete
distribution of boxes satisfying all the conditions.

This resolution procedure is correct and complete and it can be performed in
polynomial time w.r.t. the size of the original system F term. Any solution of
the constraints system gives a valid DLAL type derivation.
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