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Foreword

This monograph is dedicated to a novel approach for uniform modelling of
timed and hybrid systems. Heinrich Rust presents a time model which allows
for both the description of discrete time steps and continuous processes with
a dense real-number time model. The proposed time model is well suited
to express synchronicity of events in a real-number time model as well as
strict causality by using uniform discrete time steps. Thus it integrates and
reconciles two views of time that are commonly used separately in different
application domains. In many discrete systems time is modelled by discrete
steps of uniform length, in continuous systems time is seen as a dense flow.
The main idea to integrate these different views is a discretization of the dense
real-number time structure by using constant infinitesimal time steps within
each real-number point in time. The underlying mathematical structure of
this time model is based on concepts of Non-standard Analysis as proposed
by Abraham Robinson in the 1950s. The discrete modelling, i.e., the descrip-
tion of sequential discrete algorithms at different abstraction levels, is done
with Abstract State Machines along the formalisms developed by Yuri Gure-
vich and temporal logic. These ingredients produce a rich formal basis for
describing a large variety of systems with quantitative linear time proper-
ties, by seamless integration, refinement and embedding of continuous and
discrete models into one uniform semantic framework called “Non-standard
Timed Abstract State Machines” (NTASM).

On this theoretically well-founded and elegant basis Heinrich Rust dis-
cusses typical problems of time models like “zero time” and “Zeno behaviour,”
interleaving semantics, time bounds and composition of open systems. The
semantic description of two variants of quantitative timed Petri nets, timed
automata and hybrid automata with NTASM models shows the generality of
the NTASM approach.

This book is an important contribution to the research area of time mod-
elling formalisms. The presentation is well-balanced between theoretical elab-
oration and a critical discussion of the applicability of the theoretical results
by means of appropriate case studies. The new temporal semantics proposed
and discussed here can help theoreticians as well as practitioners in gaining
better understanding of time models and in building better notations, models
and tools for the formal treatment of systems where time matters.

Cottbus, January 2005 Claus Lewerentz



Preface

Time is a fascinating subject. It seems to be quite difficult to come to grips
with it. Saint Augustine, in Chapter 14 of Book 11 of the Confessions, said
it in this classical way:

What, then, is time? If no one asks me, I know what it is. If I wish to
explain it to him who asks me, I do not know.

Making our intuitive understanding of a rich phenomenon explicit, we risk
being refuted, by others and by ourselves; and time is an especially rich and
irreducible phenomenon. If the subject of time is dealt with in a theological
or philosophical context (as Augustine did), this is especially clear, since here
time is intimately connected to the concept of existence.

But also in a technical discipline like computer science, time is no sim-
ple subject. Here, the question is not what time is, but how it should be
modelled in different situations. Unfortunately, the difference between these
questions might seem larger than it turns out to be when we consider spe-
cific situations. A model of some phenomenon should abstract from features
which are not important in the class of situations considered, while important
features should be retained in the model. Thus, dealing with the question of
how time should be modelled, we also have to deal with the question of what
are the important features of time in a class of situations.

A model does not only have to be adequate for the modelled phenomena.
If it is to be usable by humans it should also be adequate for their cognitive
capabilities. This is sometimes used to justify striving for models that are as
simple as possible (while sufficient adequacy with respect to the phenomena
is retained). But cognitive simplicity is not an objective trait of a model; with
familiarization, a formerly complex model might become simple for somebody
working with it. If a model for some phenomenon exists which is very rich
in the sense that many other models can be described as special cases of it,
then using this model might sometimes be even simpler than using the special
cases, and the rich model can serve as an integration platform for ideas which
first were used with the more special models. In this way, some unification of
concepts might be possible.

This book presents work in which a fairly novel model of quantitative time
is tried out, one we hope is both general enough and simple enough to be
used as an integration platform for ideas springing from different models of
quantitative time. The model of time is discrete, which means that for each
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moment there is a well-defined next moment. The model of time is uniform,
i.e., the distance between two moments is always the same; and nevertheless
it is dense in the real numbers as they are used in classical mathematics, i.e.,
the resolution induced by the step width is so fine that any real numbered
point in (classical) time is approximated by a time point of the model with
vanishing error.

After you have read how this model of time is made explicit in this book,
you will undoubtedly also see some drawbacks in the approach (several of
them are listed in the summary at the end of the book). If you understand
this list of drawbacks as a refutation of the approach proposed, then in your
eyes I have fallen prey to the problem described above in the citation of
Augustine. Let me confess that I myself am not yet completely sure how to
interpret the drawbacks. This needs some more investigation.

Credits

A considerable number of people helped during the work which resulted in
this book. Claus Lewerentz supported the work from the beginning. My col-
leagues, especially Dirk Beyer, discussed features of timed systems with me
and helped with the presentation, as did in some phases of the work Andreas
Prinz and Angelo Gargantini. Egon Borger and Dino Mandrioli gave hints
regarding the exposition of ideas and the need to discuss some specific fea-
tures of the formalism in more depth. The editors at Springer worked hard
at correcting my English. And finally, my wife, Korinna Hiersche, made sure
that I had time for this work during a parental leave, as did my son Alexander
by his arrival.

Cottbus, December 2004 Heinrich Rust
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1. Overview

This work introduces a novel approach to modelling timed systems. The main
idea consists of a new model of time which is both discrete and dense in the
real numbers. This allows to use a discrete base formalism for the description
of timed algorithms where system behaviors can be interpreted very straight-
forwardly in a timed manner without sacrificing that much precision.

Chapter 2 presents the context of our work, which is our understand-
ing of the role of formal methods in the software development process. The
main point in that chapter is that “formal methods” does not just mean the
use of concepts from mathematics explicitly in software engineering, but the
use of such concepts in order to deepen one’s understanding of a software
engineering problem and its solution, and to express this understanding un-
ambiguously and consistently. From this contextual frame, we derive some
consequences for the formalism to be developed.

Part I introduces basic concepts: Our model of time, the discrete base
formalism on which we build, and a notation for a temporal logic.

Chapter 3 discusses different models of linear time and introduces a new
model which avoids the main problems of classical discrete and continuous
models of linear time. The main idea consists in the use of infinitesimals: The
flow of time is conceptualized as a sequence of steps of identical infinitesimal
length, i.e., we use an infinitesimal discretization of real numbered time.

Chapter 4 presents a short introduction to the number concept we use,
which is Nelson’s axiomatic approach to infinitesimality.

Chapter 5 presents a variant of abstract state machines (ASMs) as a
base formalism for giving the operational semantics of discrete systems. This
variant admits two kinds of composition: synchronous and asynchronous. We
introduce a semantics for ASMs which is compositional for both kinds of
composition, which we call “action semantics”. We give reasons for using
ASMs as the discrete base formalism.

Chapter 6 describes how we combine ASMs and our model of time in order
to describe hybrid systems. Other applications of ASMs in the description of
timed and hybrid systems specify the timing independently from the discrete
changes — in our approach, the timing is derived from the discrete semantics.
An approach using a classical model of time (standard timed ASMs, STASMs)
is given first as a comparison; then we use our model of time (non-standard
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time ASMs, NTASMs) and show that the infinitesimal discretization might
essentially change the semantics of an algorithm. We describe what simulation
means for two algorithms given as a STASM and an NTASM, and we intro-
duce a concept which relates the STASM interpretation of an algorithm and
the NTASM interpretation of an algorithm: an algorithm is “well-behaved” if
and only if each run of its STASM interpretation can be mimicked by a run
of its NTASM interpretation.

Chapter 7 introduces a notation for a temporal logic which allows us to
specify many properties of NTASM systems succinctly. It uses ideas from the
Duration Calculus, an interval-based temporal logic, and transfers them to
the infinitesimally discretized time domain.

Part II introduces basic modelling strategies for timed systems — interleav-
ing and synchronous composition, deadlines and openness — and it describes
how different magnitudes of hyperreals can be used.

Many modelling formalisms used for describing timed systems support ei-
ther interleaving or synchronous composition. Qur formalism supports both.
Chapters 8 and 9 describe how interleaving composition and synchronous
composition of timed systems are expressed without formal overheads. We
point out how the typical problems of synchronous formalisms, those re-
garding causality and micro-steps, appear in our framework, and we discuss
some specific modelling problems of interleaving and synchronous systems of
NTASMs.

The concepts of deadlines, urgency and openness pose special problems
in the NTASM framework, which are discussed in Chaps. 10 and 11.

Chapter 12 presents a first application: We model hardware on the gate
level with timing-enhanced ASMs. We illustrate illustrated how different mag-
nitudes of the hyperreals can be used to express in the model the fact that
some delays are considered to be negligible with respect to others, but if the
system is considered using a finer timescale some previously neglected delays
can become considerable.

Part IIT describes some applications of our approach.

Chapter 13 presents an NTASM model of Fischer’s real-time based syn-
chronization protocol, and a purely discrete correctness proof made possible
by our model of time.

Chapters 14 and 15 present meta-models, i.e., STASM and NTASM se-
mantics of other modelling formalisms, in order to make it plausible that our
model can express other formalisms with minimal formal overheads. Chap-
ter 14 investigates two forms of quantitatively timed Petri nets, making ex-
plicit their differences in an operational way by supporting both variants in a
common formalism. Chapter 15 discusses timed automata. In both chapters,
we illustrate how the concept of well-behavedness can be lifted from the base
formalism to the expressed formalism.

Chapter 16 presents a larger case study, which is inspired by real-world
requirements. We describe the control program for a flexible and timing-
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enhanced production cell. It will become clear that the necessary timing
properties are very simply expressed in our formalism, and the flexibility
with respect to the abstraction level chosen comes in handy when common
properties of different variants of the system are described.

Part IV presents a summary of our work.

The appendix collects the definition of some often used notation.
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