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FOREWORD

Jiawei Han
University of Illinois, Urbana-Champaign

The World Wide Web overwhelms us with immense amounts of widely dis-
tributed, interconnected, rich, and dynamic hypertext information. It has pro-
foundly influenced many aspects of our lives, changing the ways we communicate,
conduct business, shop, entertain, and so on. However, the abundant information
on the Web is not stored in any systematically structured way, a situation which
poses great challenges to those seeking to effectively search for high quality in-
formation and to uncover the knowledge buried in billions of Web pages. Web
mining-or the automatic discovery of interesting and valuable information from
the Web-has therefore become an important theme in data mining.

As a prominent researcher on Web mining, Soumen Chakrabarti has presented
tutorials and surveys on this exciting topic at many international conferences.
Now, after years of dedication, he presents us with this excellent book. Mining the
Web: Discovering Knowledge from Hypertext Data is the first book solely dedicated
to the theme of Web mining and if offers comprehensive coverage and a rigorous
treatment. Chakrabarti starts with a thorough introduction to the infrastructure
of the Web, including the mechanisms for Web crawling, Web page indexing,
and keyword or similarity-based searching of Web contents. He then gives a
systematic description of the foundations of Web mining, focusing on hypertext-
based machine learning and data mining methods, such as clustering, collaborative
filtering, supervised learning, and semi-supervised learning. After that, he presents
the application of these fundamental principles to Web mining itself-especially
Web linkage analysis-introducing the popular PageRank and HITS algorithms
that substantially enhance the quality of keyword-based Web searches.

If you are a researcher, a Web technology developer, or just an interested
reader curious about how to explore the endless potential of the Web, you will
find this book provides both a solid technical background and state-of-the-art
knowledge on this fascinating topic. It is a jewel in the collection of data mining
and Web technology books. I hope you enjoy it.
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PREFACE

This book is about finding significant statistical patterns relating hypertext docu-
ments, topics, hyperlinks, and queries and using these patterns to connect users to
information they seek. The Web has become a vast storehouse of knowledge, built
in a decentralized yet collaborative manner. It is a living, growing, populist, and
participatory medium of expression with no central editorship. This has positive
and negative implications. On the positive side, there is widespread participation
in authoring content. Compared to print or broadcast media, the ratio of content
creators to the audience is more equitable. On the negative side, the heterogeneity
and lack of structure makes it hard to frame queries and satisfy information needs.
For many queries posed with the help of words and phrases, there are thousands
of apparently relevant responses, but on closer inspection these turn out to be
disappointing for all but the simplest queries. Queries involving nouns and noun
phrases, where the information need is to find out about the named entity, are the
simplest sort of information-hunting tasks. Only sophisticated users succeed with
more complex queries—for instance, those that involve articles and prepositions
to relate named objects, actions, and agents. If you are a regular seeker and user
of Web information, this state of affairs needs no further description.

Detecting and exploiting statistical dependencies between terms, Web pages, and
hyperlinks will be the central theme in this book. Such dependencies are also called
patterns, and the act of searching for such patterns is called machine learning, or data
mining. Here are some examples of machine learning for Web applications. Given
a crawl of a substantial portion of the Web, we may be interested in constructing
a topic directory like Yahoo!, perhaps detecting the emergence and decline of
prominent topics with passing time. Once a topic directory is available, we may
wish to assign freshly crawled pages and sites to suitable positions in the directory.

In this book, the data that we will “mine” will be very rich, comprising text,
hypertext markup, hyperlinks, sites, and topic directories. This distinguishes the
area of Web mining as a new and exciting field, although it also borrows liberally
from traditional data analysis. As we shall see, useful information on the Web is
accompanied by incredible levels of noise, but thankfully, the law of large numbers
kicks in often enough that statistical analysis can make sense of the confusion. Our
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goal is to provide both the technical background and tools and tricks of the trade
of Web content mining, which was developed roughly between 1995 and 2002,
although it continues to advance. This book is addressed to those who are, or
would like to become, researchers and innovative developers in this area.

Prerequisites and Contents

The contents of this book are targeted at fresh graduate students but are also
quite suitable for senior undergraduates. The book is partly based on tutorials at
SIGMOD 1999 and KDD 2000, a survey article in SIGKDD Explorations, invited
lectures at ACL 1999 and ICDT 2001, and teaching a graduate elective at IIT
Bombay in the spring of 2001. The general style is a mix of scientific and statistical
programming with system engineering and optimizations. A background in
elementary undergraduate statistics, algorithms, and networking should suffice
to follow the material. The exposition also assumes that the reader is a regular
user of search engines, topic directories, and Web content in general, and has
some appreciation for the limitations of basic Web access based on clicking on
links and typing keyword queries.

The chapters fall into three major parts. For concreteness, we start with some
engineering issues: crawling, indexing, and keyword search. This part also gives
us some basic know-how for efficiently representing, manipulating, and analyzing
hypertext documents with computer programs. In the second part, which is the
bulk of the book, we focus on machine learning for hypertext: the art of creating
programs that seek out statistical relations between attributes extracted from Web
documents. Such relations can be used to discover topic-based clusters from a
collection of Web pages, assign a Web page to a predefined topic, or match a
user’s interest to Web sites. The third part is a collection of applications that draw
upon the techniques discussed in the first two parts.

To make the presentation concrete, specific URLs are indicated throughout,
but there is no saying how long they will remain accessible on the Web. Luckily,
the Internet Archive will let you view old versions of pages at www.archive.org/,
provided this URL does not get dated.

Omissions

The field of research underlying this book is in rapid flux. A book written at this
juncture is guaranteed to miss out on important areas. At some point a snapshot
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must be taken to complete the project. A few omissions, however, are deliberate.
Beyond bare necessities, I have not engaged in a study of protocols for representing
and transferring content on the Internet and the Web. Readers are assumed to be
reasonably familiar with HTML. For the purposes of this book, you do not need
to understand the XML (Extensible Markup Language) standard much more deeply
than HTML. There is also no treatment of Web application services, dynamic site
management, or associated networking and data-processing technology.

I make no attempt to cover natural language (NL) processing, natural lan-
guage understanding, or knowledge representation. This is largely because I do
not know enough about natural language processing. NL techniques can now
parse relatively well-formed sentences in many languages, disambiguate polyse-
mous words with high accuracy, tag words in running text with part-of-speech
information, represent NL documents in a canonical machine-usable form, and
perform NL translation. Web search engines have been slow to embrace NL pro-
cessing except as an explicit translation service. In this book, I will make occasional
references to what has been called “ankle-deep semantics”—techniques that lever-
age semantic databases (e.g., as a dictionary or thesaurus) in shallow, efficient ways
to improve keyword search.

Another missing area is Web usage mining. Optimizing large, high-flux Web
sites to be visitor-friendly is nontrivial. Monitoring and analyzing the behavior of
visitors in the past may lead to valuable insights into their information needs, and
help in continually adapting the design of the site. Several companies have built
systems integrated with Web servers, especially the kind that hosts e-commerce
sites, to monitor and analyze traffic and propose site organization strategies. The
array of techniques brought to bear on usage mining has a large overlap with
traditional data mining in the relational data-warehousing scenario, for which
excellent texts already exist.
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CHAPTER 1

INTRODUCTION

The World Wide Web is the largest and most widely known repository of
hypertext. Hypertext documents contain text and generally embed hyperlinks to
other documents distributed across the Web. Today, the Web comprises billions of
documents, authored by millions of diverse people, edited by no one in particular,
and distributed over millions of computers that are connected by telephone lines,
optical fibers, and radio modems. It is a wonder that the Web works at all. Yet it is
rapidly assisting and supplementing newspapers, radio, television, and telephone,
the postal system, schools and colleges, libraries, physical workplaces, and even
the sites of commerce and governance.

A brief history of hypertext and the Web. Citation, a form of hyperlinking, is as old as
written language itself. The Talmud, with its heavy use of annotations and nested
commentary, and the Ramayana and Mahabharata, with their branching, nonlin-
ear discourse, are ancient examples of hypertext. Dictionaries and encyclopedias
can be viewed as a self-contained network of textual nodes joined by referential
links. Words and concepts are described by appealing to other words and con-
cepts. In modern times (1945), Vannevar Bush is credited with the first design of
a photo-electrical-mechanical storage and computing device called a Memex (for
“memory extension”), which could create and help follow hyperlinks across doc-
uments. Doug Engelbart and Ted Nelson were other early pioneers; Ted Nelson
coined the term hypertext in 1965 [160] and created the Xanadu hypertext system
with robust two-way hyperlinks, version management, controversy management,
annotation, and copyright management.



