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A COMMITTEE MACHINE WITH LOWER COMMITTEES

Ryuzo Takiyama

Department of Visual Communication Design

Kyushu Institute of Design

Minami-ku, Fukuoka, 815 Japan

ABSTRACT A committee machine with several lower
committees, which is called a two-level committee
machine, is proposed to improve the pattern classi-
fication power of the usual committee machine, and
the learning algorithm for it is described. The
discriminant function realized by the two-level
committee machine can be considered as the general
piecewise linear discriminant function which in-
cludes Chang's definition[12]. The proposed algor-
ithm is a kind of error-correction procedure, and
the learning procedures of the usual committee
machine and the perceptron are clearly explained as
special cases of the proposed algorithm.

I. INTRODUCTION -

It is convenient to use the concept of the
discriminant function(DF), f, to state the 2-class
pattern classification problem in pattern recog-
nition. If f is piecewise linear, it is called the
piecewise linear discriminant function (PLDF). Al-
though the usefulness of the PLDF has already been
pointed out, and there has been much research on
synthesizing it, satisfactory results have not yet
been obtained, and the problem has rarely been
treated in its general form.

Most research done so far relates to the near-
est neighbor classifiers([1]([2], the committee
machine[3] [4] [5] [6], or other types of networks of
linear classifiers([7][8]([9][10][11]. The DF's de-
rived from those mentioned above are restricted or
special PLDF's. Although Chang[12] has treated the
PLDF in more general fashion, the analytical ‘repre-
sentation of the PLDF has not been presented and
the synthesis procedure for it is rather heuristic.
It is interesting from not only a practical,but a
theoretical point of view to investigate the PLDF
in its general form.

In this paper, we are motivated by the com-
mittee machine, and aim to describe the PLDF in
more general form. Thus, we propese a two-level
committee machine (TLCM) [13]. The TLCM is a com-
mittee machine whose committee members are also
committee mahcines. The TLCM defines a wider fami-
ly of PLDF's which includes Chang's definition as
a special case.

We present an analytical expression of the DF
realized by the TLCM, and give a learning procedure
for the TLCM. As results, we present an analytical
expression of the general PLDF and a learning
method to find a general PLDF from sample patterns.

CH1595-8/81/0000/0002$00.75 © 1981 IEEE

II. THE TWO-LEVEL COMMITTEE MACHINE
2.1 The committee machine

In what follows patterns are divided into two
classes, Cl and C2, and are n-tuples, i.e.

X = (xl,...,xn). (1)

For notational simplicity the last or n-th com-
ponent of each pattern is the constant 1.

The perceptron is a two-class classifier de-

noted by L(x) and defined by ' S
1 if wex > 0

Lo =4, jfwxc<o, 4
where w, called a weight vector, is in Rn, a8
means the inner product, and w-x is the DF on which
the perceptron makes the decision(classification).
The components of x are called the inputs to the
perceptron, and L(x) is called the response of the
perceptron.

A more powerful classifier than a perceptron
is obtained by combining several perceptrons called
committee members and a vote-taking perceptron. The
components of the pattern vector are the inputs to
each committee member, and the responses of the
committee members together with the constant one
are the inputs to the vote-taking perceptron. The
response of a committee is the response of its
vote-taking perceptron, and the weight vector of
the vote-taking perceptron determines what is

“called the logic of the committee.

2.2 The TLCM

A TLCM proposed in this paper is a committee
machine in which each committee member is also a
commiittee machine. That is, a TLCM consists of
several committee machines as committee members and
a vote-taking perceptron. Committee machines which
constitute committee members are called lower com-
mittees whereas the committee machine which makes
the final decision is called the upper committee.
Inputs to the vote-taking perceptron of the upper
committee are responses of lower committees (out-
puts of vote-taking perceptrons in lower com-
mittees).

In order to characterize a TLCM, several pa-
rameters are to be determined. These parameters. are
classified into two kinds,i.e. outer parameters and
inner parameters. The number of lower committee
members, the number of committee members of each
lower committee, and logics of lower and upper com-
mittees are outer parameters. Weight vectors of
committee members of each lower committee are inner
parameters.

Outer parameters determine the form of the



DF realized whereas inner parameters determine the
function of the machine as far as the functional
form given by outer parameters. In most classifier
design problems, it is assumed that outer parameters
are known in advance, and the problem is to find
inner parameters in such a way that the function of
the machine works well.

III. THE DISCRIMINANT FUNCTION OF THE TLCM

Let us consider a TLCM with J committee mem-
bers. As was mentioned in the previous section,
each member is a committee machine with respective
logic. In these J committees, let the j-th com-
mittee be denoted by C(j), j=1,...,J, and let C(j)
have K. lower committee members.

Further let the weight vector of the k-th com-
mittee member of C(j) be
‘ W= ) W, 5 LKy (3)
and let vJ be the weight vector of the vote-taking
perceptron of C(j). vJ has K]+1 components, i.e.

vl = (v een VI (4)

K]+1
the first K. correspond to the responses from lower
committee mémbers in C(j) and the last to the input
constant one.

Defining the threshold mapping ©[-] by
i >
o] = { 1 if u 0

-1 if u <o, =)

then L(x) defined by (2) can be written

L(x) = O[w-x]. (6)
Therefore the weighted sum of inputs to the vote-
taking perceptron in C(j) can be represented as

9] (x) = Zjvje[w -x] + vil+1 (7
and the response of C(J) 1s 1 if g (x) > 0, and -1
if gd(x) < 0. That is, gj(x) given by (7) is the DF
realized by C(j), which iIs a kind of PLDF.

Inputg to the vote-taking perceptron of the
upper committee are responses of lower committees,
e[gi(x)], j=1,...,J. Let the logic of the upper
committee be

u = (ul,...,uJ,u

.

) (8)

where the first J correspond to the responses from
committee members and the last to the input one.
Then the weighted sum of inputs to the upper vote-
taking perceptron can be represented by
J .
J u.0lgd(x)] +u (9)
. i 1

j=1
which is the DF realized by the TLCM.

It is shown in [13] that the DF given by (9)
can be considered as the general PLDF which in-
cludes Chang's definition.

As has been mentioned in Section II, parame-
ters J, K;, vJ and u in g, (x) are outer parameters,
and vectors w) are inner parameters which are to be
found by leaxning or other methods.

9,(x) = J+1’

IV. AN EASILY LEARNABLE FORM OF
THE DF OF THE TLCM

Let us assume that the outer parameters are
given and fixed. Under this circumstance we de-
termine inner parameters by learning. Although the
representation of the DF of the TLCM, gl(x) , given

by (9), is easy to understand, it is not necessarily
desirable to introduce the learning algorithm for
obtaining inner parameters., Therefore we represent
it in another form.

We start with representing inner parameters in
compact form. We define following wvectors with
nKj—dimensions.

Pj = (wi,...,wi'), I=L s vugd (10)
X, = (X,0000%X), (11)
J —_—
K=

where P. is the parameter vector and X; is the
augmented pattern vector with respect %o the j-th
lower committee member C(j). We introduce the
followingwfunctions tk(Xj,Pj), j=1,...,Kj and a
diagonal matrix T(Xj,Pj) for each j.

1 1 3 3j
= = = . § k=1,...,K,
tk(xj,Pj) 2 + Zelwk x]e[gl(xj'Pj)]' 1, ’ 3
(12)
tl(xj,Pj)E o )
T(Xj,Pj) = T (13)
(o} ’ ‘t, (X, ,P,)E| .,
. Ky Ky Ky
where gi(xj,Pj) in (12) is the expression defined

by (7) but denoted in a manner which explicitly re-
presents the parameters, and E in (13) denotes the
unit matrix of order n. Hence T(X.,P.) is a diago-
nal matrix of order n 33

If we define a function

t
P.T(X.,P.)X., (14)
J ¢ J J) J

where t denotes the transposition, then we see that
the function defined by (14) is the DF realized by
c(3j)(el.

In order to introduce a learnable represen-
tation of the DF of the TLCM, i.e. the general

PLDF, we define the following n(Kl+K2+...+KJ) di-
mensional vectors.
P = (Plr---rPJ) (15)
X = (Kp,eeesX)y (16)

where P is the parameter vector and X is the aug-
mented pattern vector with respect to the overall
committee machine. Further we define functions

3 1,1 t
s”(X,P) =3+ 2QIPjT(Xj,Pj)xj]G[gl(X,P)] (17)
: j=1,...,J
and a diagonal matrix of order n(K1+...+KJ),
S(X,P) =
sT(x,P)T (X, ,P.)
’ ’
17 . 0 (18)
o

" J
s (X,P)T(XJ,PJ)

gl(X,P) in (17) is the expression defined in (9)
but is denoted in a manner which explicitly repre-
sents the parameters, and T(X, P ) in (1g8) is given
by (13). 3’

By uslng (15)-(18) , we define the following

function:
t .
g(x,P) = PS(X,P)X . (19)

Then we see that g(X,P) is the DF realized by the
TLCM, i.e. the general PLDF[13]. Henceforth we will



discuss the learning algorithm based on g(x,p).

Before going to the next section, some remarks
will be given. Since ©([cu] = ©[u] for c > 0., It
holds that .

s (X,cP) = s (X,P) (20)
and ;
. 9(X,cP) = cg(X,P), (21)
that is, s- (X,P) is a zero order homogeneous func-
tion and g(X,P) is a linear homogeneous fungction
with respect to P. Further defining

_ . S(X,P)
3exm) '{—sm,m
and m € )
gx,p) = p¥(x,p)x", (22)

then if C, and C2 can be correctly classified by
the TLCM, there exists a parameter vector which
satisfies
g(xX,P) > 0, Xe C1UC2‘ (23)
V. A LEARNING ALGORITHM FOR THE TLCM

A learning algorithm of the TLCM is performed
by feeding patterns in sequence as is the case for
the perceptron. Let an infinite sequence of learn-
ing patterns be A, i.e.

A= x(l)lx(z)l"'lx(r)l"' . (24)
The sequence A satisfies the same conditions as
those of the perceptron.

Let us consider an algorithm based on a gradi-
ent method that seeks a minimum of a certain cri-
terion function. The criterion function R(X,P) is
chosen in such a way that it is minimum when a(X,P)
> 0. The gradient descent procedure is then

P(r+l) = P(r) - arVPRIP(r),X(r), (25)
where y_R is the gradient of R with respect to P,
P(r) is the value of P at the r-th iteration and
ar is a predetermined positive constant.

Let 1. "

R = 3{|gx,P) |- gx,p)} (26)
as is the case for the perceptron, then (25) can be
rewritten as follows. %

0, g(r) >0
P(r+l) = P(r) + { A N (27)
2 %9lp (r) ,x(ryr 9 50

whers v 3 is the gragient of E(X,P) and g(r) stands
for g(X?r),P(r)). Vpg becomes,

N v t
VPQ = VP(PS(X,P)X )

®x,pxH*® + ey, Ex, X% . (20)

However, taking into account (20) and the Appendix
of [6], we see that the second term of the right
side of (28) is zero,

Py, (S(x,)x) = 0. (29)
From (28) and (29), we have
9 = Bx,pxHt

and (27) becomes

0, §(x) >0
P(r+l) = P(r) +{
a Gxm pEnxm®H, S <o
(30)

If we use other criterion functions, different
but similar algorithms are obtained. For example,
if we let

N n i
rR=zilgxm | - gox,m1%, (31)

then we have an algorithm called the relaxation
algorithm, ~

P(r+l) = P(r)

Y
0, g(r) >0
n N
a S penxmtlsm],
v
g(r) £ 0.
(32)
Another example of the criterion function is
1 N N
R=3 I ([sx.pr| - gx,p). (33)
X ClUC2

The learning algorithm based on (33) is easily
obtained by use of (33) in (25) but it is omitted.

VI. CONCLUSION

In order to improve the pattern classifi-
cation power of the committee machine and to intro-
duce an analytical expression of the general piece-
wise linear discriminant function, we have pro-
posed the two-level committee machien. The two-
level committee mahcine realizes the piecewise
linear discriminant function in its general form.
An analytical expression of the discriminant func-
tion of the two-level committee machine was pre-
sented, and a learning algorithm was given.
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ABSTRACT

In this paper, the authors condiser the problem of
obtaining the probabilities of class labels for
the clusters using spectral and spatial informa-
tion from a given set of labeled patterns and
their neighbors. A relationship is developed
between class and cluster conditional densities in
terms of probabilities of class labels for the
clusters. Fixed-point iteration schemes are
developed for obtaining the optimal probabilities
of class labels for the clusters. These schemes
utilize spatial information and also the proba-
bilities of label imperfections. Furthermore,
experimental résults from the processing of
remotely sensed multispectral scanner imagery data
are presented.

INTRODUCTION

Recently, considerable interest has been shown in
developing techniques for the classification of
imagery data such as remote sensing data obtained
using the multispectral scanner (MSS) on board the
Landsat for inventorying natural resources, moni-
toring crop conditions, detecting mineral and oil
deposits, etc. Usually, the inherent classes in
the data are multimodal, and nonsupervised classi-
fication or clustering techniques!~3 have been
found to be effective**S in the classification of
imagery data. Clustering the data partitions the
image into its inherent modes or clusters. Label-
ing the clusters is one of the crucial problems in
the application of clustering techniques for the
classification of imagery data. -

Cluster labeling is similar to the problem of
labeling the regions obtained by using segmenta-
tion algorithms in the development of scene under-
standing systems. The recent literature shows
considerable interest in the use of relaxation
labeling algorithms for labeling the segmented
regions 58 These algorithms use relational prop-
erties of the regions through compatibility
coefficients. In cluster labeling, the relational
properties of the clusters are either not avail-
able or not meaningful. For example, in aerospace
agricultural imagery, the regions of interest are
ecrops, nonagricultural areas, etc. These can be

*The material for this paper was developed and
prepared under Contract NAS 9-15800 for the Earth
Research Division at the National Aeronautics and
Space Administration, Lyndon B. Johnson Space
Center, Houston, Texas.

, CH1595-8/81/0000/0005$00.75 © 1981 IEEE

anywhere in the image. Hence, it is not mean-
ingful to define relational properties for the
clusters.

Most of the imagery data contain much sgatiaI
information, and several researchers®™12 have
attempted to use spatial information in the
classification of imagery data.

This paper documents an investigation of the
problem of labeling the clusters using spectral
and spatial information. It is assumed that the
probability density functions and a priori proba-
bilities of the clusters or modes are given. Let
these respectively be p(Xie = i) and 843

i=1,2,°¢+,m, where m is the number of modes or

~clusters. It is also assumed that a set of

labeled patterns Xi(j) with labeIS mi(J) = { and
their neighboring patterns Yi(j) are given

(k= 1,2,000,85 § = 1,2,20+,N;5 and § = 1,2,0++,C,
where C is the number of classes).

In remote sensing, the labels for the patterns are
provided by an analyst-interpreter (AI), who
examines imagery films and uses other data such as
historic information and crop calendar models.
Very often the AI labels are imperfect. Recently,
Chittineni13715 investigated techniques for the
estimation of probabilities of label imperfections
using imperfectly labeled and unlabeled patterns.
It is assumed that the probabilities of label
imperfections are available. Methods are devel-
oped in the paper for obtaining probabilities of
class labels for the clusters using all the
available information.

A RELATIONSHIP BETWEEN CLUSTER AND CLASS
CONDITIONAC DENSTTIES

In this section, a relationship is developed
between cluster and class conditional densities.
In general, the class conditional density
functions are multimodal. Let C be the number of
classes and m be the number of clusters. Let
p(Xlw = 1) be the class conditional densities and
p(Xla = 1) be the mode or cluster conditional
densities. Let P(w = i) and P(2 = i) be the

a priori probability of class i and the a priori
probability of cluster i, respectively. The
mixture density p(X) can be written in terms of
class conditional densities as follows.



C
p(X) ‘Zl Plw = i)p(X]w = 1) (1)
1= N

The mixture density p(X) can also be written in
terms of mode conditional densities as

m
p(X) = 2% P(a = 2)p(X|a = ¢)

3

C
= p(X|a = 2) 3 P(2 = 2,0 = i)
i=1

-
"
—t

m
Plo= i) 3 P(2 = 2lw=i)p(X|n=2) (2)
l:

™o

"
—
—

The following assumption is made from comparing
equations (1) and (2).

e

m
p(X|w = i) = 3% P(a = 2lw = i)p(X|e = &) (3)

Equation (3) can be rewritten as

m
Pla = 110 = 32 ayip(a = 2x) (4)

where a = Plw = ile = &) and is the probability

that the label of mode & is class i. The
probabilities @5 satisfy the constraints given in
equation (5).

a2 0 5 i=1,2,°e+,Cand £ = 1,2,e0e,m

c

iz=:1 9 = 1 ;5 2=1,2,c00.m (5)
Equation (3) provides a relationship between class
and cluster conditional densities in terms of
probabilities of class labels for the clusters.

MAXIMUM LIKELIHOOD PROBABILISTIC CLUSTER LABELING

This section concerns the problem of obtaining the
probabilities @4 (the probabilities of class

labels for the clusters). It is assumed that we
are given a set of labeled patterns Xi(j) with

class labels mi(j) =14; = 1’2’°"’Ni’ and

i=1,2,+++,C. It is also assumed that the

a priori probabilities of the modes or clusters
and mode conditional densities are given. Let

§; and p(XI2 = i) be the mode a priori probabili-

ties and mode conditional densities, respectively.
The criterion used in obtaining the probabilistic
description of class labels for the clusters is
the 1ikelihood function. The likelihood of an
occurrence of patterns Xi(j) with their labels
w;(J) = i is given by

N.
1
Jg pLX; (350 (3) = 1] (6)

c
L -
1o I

N
C i
Since [I II p[Xi(j)] is independent of w; (§),

i=1 j=1
for mathematical simplicity, dividing the above
equation by it yields

i Pl ()04 (3) = 1)

Noting that the logarithm is a monotonic function
of its argument and taking the logarithm of L1 of

equation (7) and using equation (4) yield the
following.
CNi ‘m )
L = Tog(L,) = ;g% jg% 10912§a ay;pla = zlxi(J)]’ (8)
The probabilities ay; satisfy the constraints
given in equation (5). Closed-form solutions for
ag; by maximizing L of equation (8), subject to

the constraints of equation (5), seem to be diffi-
cult to obtain. The probabilities ag 5 can easily

be obtained using optimization techniques such as
the Davidon-Fletcher-Powell procedure.l6718

The following fixed-point iteration equation
(similar to maximum 1ikelihood equations in
parametric clustering3) for the solution of the
above optimization problem can easily be obtained

by introducing Lagrangian multipliers. That is,

%2i =—L=1T.— (%)

where d .. = M (10)

23 m

s§1u5ip[n = s[X;(3)]

However, closed-form solutions for @ can be

obtained with the criterion as the maximization of
a lower bound on L, and they are given in the
following discussion.

ay = itie (11)
2;1 Nery
Ny
where G TN L ola = e (0] (12)

This solution sTmply states that the probability
of the ith class label for a given cluster & is
the ratio of the sum of the a posteriori
probabilities of cluster g, given the labeled
patterns from class i, to the sum over all classes
of the sum of a posteriori probabilities of
cluster 2, given the labeled patterns from each
class. Having obtained % is G4 (the proportion of

class i) can be estimated as follows.



