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Preface

This special issue is the result of two workshops, the 6th and 7th International
Workshops on Trust in Agent Societies, respectively held in Melbourne (Aus-
tralia) on July 14, 2003 and in New York (USA) on July 19, 2004 as part of
the Autonomous Agents and Multi-agent Systems 2003 and 2004 conferences
(AAMAS 2003 and AAMAS 2004), and organized by Rino Falcone, Suzanne
Barber, Larry Korba, and Munindar Singh (AAMAS 2003) and by Rino Fal-
cone, Suzanne Barber, Jordi Sabater-Mir, and Munindar Singh (AAMAS 2004).

The aim of the workshops was to bring together researchers from different
fields (artificial intelligence, multi-agent systems, cognitive science, game theory,
and the social and organizational sciences) to contribute to a better understand-
ing of trust, reputation and security in agent societies. The workshops’ scope
included theoretical results as well their applications in human-computer inter-
action and electronic commerce.

This volume includes a selection of the revised and extended versions of the
works presented at the two workshops, incorporating many points that emerged
in the discussions, as well as invited papers from expert people in the field. In
our view the volume gives a complete coverage of all relevant issues.

We gratefully acknowledge the financial support from the Italian National
Research Council — Institute of Cognitive Sciences and Technology, by the Euro-
pean Project MindRACES (from Reactive to Anticipatory Cognitive Embodied
Systems; contract number. FP6-511931), and by the Marie Curie Intra-European
fellowship contract number MEIF-CT-2003-500573.

May 2005 Rino Falcone
Suzanne Barber

Jordi Sabater-Mir

Munindar Singh
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Normative Multiagent Systems and Trust Dynamics

Guido Boella! and Leendert van der Torre?

! Dipartimento di Informatica. Universita di Torino - Italy
guido@di.unito.it
2 CWI Amsterdam and Delft University of Technology
torre@cwi.nl

Abstract. In this paper we use recursive modelling to formalize sanction-based
obligations in a qualitative game theory. In particular, we formalize an agent
who attributes mental attitudes such as goals and desires to the normative system
which creates and enforces its obligations. The wishes (goals) of the normative
system are the commands (obligations) of the agent. Since the agent is able to rea-
son about the normative system’s behavior, our model accounts for many ways
in which an agent can violate a norm believing that it will not be sanctioned. We
thus propose a cognitive theory of normative reasoning which can be applied in
theories requiring dynamic trust to understand when it is necessary to revise it.

1 Introduction

Recently there has been interest in extending multiagent systems with concepts tradi-
tionally studied in deontic logic, such as obligations, permissions, rights, commitments,
et cetera. In this paper we discuss the impact on trust of the theory behind our approach
of obligations in virtual communities [1,2], which is based on two assumptions:

1. We define a theory of rational decision making in normative multiagent systems
as a combination of multiagent systems and normative systems, for which we use
recursive modelling and the attribution of mental attitudes to normative systems [2].

2. The role of deontic logic in our normative multiagent systems is to define the logic
of the mental attitudes of the agents, for which we use input/output logics [3].

We focus on the motivations of agents when they violate norms. In particular, a
sophisticated theory of trust dynamics would not increase trust if an agent only fulfills
promises out of selfishness, because in the future the promise may not serve its needs.
Analogously, it would not decrease the trust if the other agent did its best to fulfill the
promise, but failed due to circumstances beyond its control. As applications of nor-
mative multiagent systems get more sophisticated, we need a more detailed model of
rational decision making agents in such systems.

In Section 2 we discuss rational decision making, and in Section 3 the effect of
violations on trust. In Section 4 we introduce the multiagent system, in Section 5 we
define obligations and in Section 6 decisions of the agents, illustrated in Section 7.

R. Falcone et al. (Eds.): Trusting Agents, LNAI 3577, pp. 1-17, 2005.
© Springer-Verlag Heidelberg 2005



2 G. Boella and L. van der Torre

2 Rational Decision Making in Normative Multiagent Systems

A theory of rational decision making is essential for many theories and applications in
which agents are able to violate norms and such norm violations have consequences,
such as theories of trust and reputation, fraud and deception [4], threats in persuasion
[5] electronic commerce, virtual communities [1,6], social agents [7], agent-based soft-
ware engineering [8,9], et cetera. This can be opposed to the Shoham and Tennenholtz’
characterization of social laws in game theory [10], because their theory may be useful
to study the use of norms in games and the emergence of norms in multiagent systems,
but it is less useful to study the effectiveness of norms. We thus assume that norms are
represented as soft constraints, which are used in detective control systems where vio-
lations can be detected (you can enter a train without a ticket, but you may be checked
and sanctioned), instead of hard constraints, which are restricted to preventative con-
trol systems that are built such that violations are impossible (you cannot enter a metro
station without a ticket).

Normally an agent fulfills its obligations, because otherwise its behavior counts as
a violation that is being sanctioned, and the agent dislikes sanctions. Moreover, it may
not like that its behavior counts as a violation regardless of the sanction, and it may act
according to the norm regardless of whether its behavior counts as a violation, because
it believes that this is fruitful for itself or for the community it belongs to. There are
three categories of exceptions to this normal behavior.

First, an agent may violate an obligation when the violation is preferred to the sanc-
tion, like people who do not care about speeding tickets. In such cases of norm viola-
tions, the system may wish to increase the sanctions associated with the norms which
are violated (for speeding) or decrease the sanction of another norm (death penalty).

Secondly, the agent may have conflicting desires, goals or obligations which it con-
siders more important. Obligations may conflict with the agent’s private preferences
like wishes, desires, and goals. In the case of conflict with goals the agent has commit-
ted to, the agent has to decide whether the obligation is preferred to the goal, as well as
whether it should change its mind. Moreover, even respectful agents, that always first
try to fulfill their obligations before they consider their private preferences, do not fulfill
all obligations in the case of contradictory obligations.

Thirdly, the agent may think that its behavior does not count as a violation, or
that it will not be sanctioned. This may be the case when the normative system has
no advantage in sanctioning the agent. One possibility is that the sanction has a cost
for the system which overcomes the damage done by the violation: e.g., the sanction
for not having payed taxes may be applied only above a certain threshold of money.
But more likely the absence of violation is due to an action of the agent. The agent
can change the system’s behavior by affecting its desires or its goals. Its action may
abort the goal of the normative system to count the agent’s behavior as a violation
or to sanction it, as in the case of bribing, or it may trigger a conflict for the norma-
tive system. The agent can use recursive modelling to exploit desires and goals of the
normative system thus modifying its motivations and inducing it not to decide for the
sanction.
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3 Trust

There are many definitions of trust: the agents have a goal which can be achieved by
means of the other agent’s action [4]. They “bet” on the behavior of the other agents
[11], since they could get the same good in other ways (i.e., buying the same good at
an higher price from another agent they know already) [12,13]. One prominent class
of trust scenarios is when an agent believes that the trustee “is under an obligation to
do Z”. In these situations, according to Jones [14] “trust amounts to belief in de facto
conformity to normative requirements”. Jones [14] aims at providing an “identifiable
core” of this concept. He builds a classification of scenarios involving trust based on
two parameters: the “rule belief” - the belief that exists a regularity in the trustee’s
behavior - and the “conformity belief” - the belief that “this regularity will again be
instantiated on some given occasion”.

Less attention, instead, has been devoted to trust dynamics. In particular, Falcone
and Castelfranchi [15] notice that many approaches to trust dynamics adopt a naive
view where:

“to experiences to each success of the trustee corresponds an increment in
the amount of the trustier’s trust towards it, and vice versa, to every trustee’s
failure corresponds a reduction of the trustiers trust towards the trustee itself.

They argue that the motivation of this simplification rests in the lack of cognitive
models of trust:

“this primitive view cannot be avoided till Trust is modelled just as a sim-
ple index, a dimension, a number; for example, reduced to mere subjective
probability. We claim that a cognitive attribution process is needed in order to
update trust on the basis of an ‘interpretation of the outcome of A’s reliance on
B and of B’s performance. [...] In particular we claim that the effect of both B’s
failure or success on A’s Trust in B depends on A’s ‘causal attribution’ of the
event. Following ‘causal attribution theory’ any success or failure can be either
ascribed to factors internal to the subject, or to environmental, external causes,
and either to occasional facts, or to stable properties.”

The cognitive model of trust of [15] is based on a portrait of the mental state of
trust in cognitive terms (beliefs, goals). Their model includes two main basic beliefs.
First, a competence belief which includes a sufficient evaluation of Y’s abilities is, that
X should believe that Y is useful for this goal of its, that Y can produce/provide the
expected result, and that Y can play such a role in X’s plan/action. Second a willingness
belief where X should think that Y not only is able and can do that action/task, but Y
actually will do what X needs This belief makes the trustee’s behavior predictable and
includes the trustees reasons and motives for complying. In particular, X believes that
Y has some motives for helping it (for adopting its goal), and that these motives will
probably prevail -in case of conflict- on other motives. Notice that motives inducing
adoption are of several different kinds: from friendship to altruism, from morality to
fear of sanctions, from exchange to cooperation. Moreover, when X trusts someone, X
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is in a strategic situation: X believes that there is interference and that his rewards, the
results of his projects, depend on the actions of another agent Y.

Since we propose a cognitive theory of decisions under norms, which, as said above,
constitute one prominent case of trust situations, our theory can be useful for a dynamic
theory of trust. In particular, we can consider two respects:

— A structural dimension for characterizing trust and its dynamics.
— A behavior dimension relating recursive modelling and trust dynamics.

First, a characterization of trust dynamics should be based on norm behavior: trust
should be increased if an agent followed its commitments and obligations, while it
should be decreased in case norms are violated. But as we discussed, norms can be
violated for different reasons, which should be considered in the dynamic adjustment
of trust:

— Behavioristic trust dynamics: increase trust when the norm is fulfilled, decrease
when the norm is violated.

- Sanction trust dynamics: decrease trust if the norm is violated if the associated
sanction does not provide a motivation for the trustee.

~ Goal trust dynamics: increase trust when the agent has a goal to fulfil the norm,
even if it is not able to respect the norm for some external reason, decrease when it
has no goal to fulfil norm or the goal is conflicting with more important goals.

— Desire trust dynamics: increase trust when the agent desires to fulfill the obli-
gations; desires represent the inner motivations of an agent, while goals can be
adopted from other agents’ ones.

- Cooperative trust dynamics: in case of norm violation the agent informs the other
agents (an example of mutual support or mutual responsiveness). This problem is
addressed, e.g., [16,17,18].

The second dimension concerns the behavior of agents. If the fact that the agents
have a goal which can be achieved by means of the other agent’s action is at the basis
of trust, a trust situation is inherently a strategic situation, as highlighted by [4,15]. Two
agents are in a strategic situation if an agent “believes that there is an interference and
that her rewards, the results of her projects, depend on the actions of another agent”. For
this reason, an agent must have a profile of the other agents (apart from the first case
above, where it can simply observe its behavior). As we discuss in Section 6, a basic
ability of agents is to recursively model the behavior of the other agents. In our model
this is at the basis of the definition of obligation: only by recursively modelling the
decision of the normative system an agent can understand whether it will be sanctioned
or not. Thus, to build a dynamic model of trust under obligations, it is useful to have
a complete model of the decision making under obligations which includes also the
recursive modelling abilities of agents.
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Fig. 1. Conceptual model of normative multiagent system

4 Normative Multiagent System

The conceptual model of the normative multiagent system is visualized in Figure 1.
Following the usual conventions of for example class diagrams in the unified modelling
language (UML), O is a concept or set, — and — are associations between concepts,
—» is the “is-a” or subset relation, and —o is a relation called “part-of” or aggregation.
The logical structure of the associations is detailed in the definitions below.

We first explain the multiagent system and thereafter the normative extension.
Agents (A) are described (AD) by actions called decision variables (X) and by mo-
tivations (M) guiding its decision making. The motivational state of an agent is com-
posed by its desires (D) and goals (G). Agents may share decision variables, desires
or goals, though this is not used in the games discussed in this paper. Desire and goal
rules can be conflicting, and the way the agent resolves its conflicts is described by a
priority relation (>) that expresses its agent characteristics [19]. The priority relation
is defined on the powerset of the motivations such that a wide range of characteristics
can be described, including social agents that take the desires or goals of other agents
into account. The priority relation contains at least the subset-relation, which expresses
a kind of independence between the motivations.

Definition 1 (Agent set). An agent set is a tuple (A, X, D, G, AD, >), where

— the agents A, decision variables X, desires D and goals G are four finite disjoint
sets. M = DU G are the motivations defined as the union of the desires and goals.

— an agent description AD : A — 2XYPYC js g complete function that maps each
agent to sets of decision variables, desires and goals, such that each decision vari-
able is assigned to at least one agent. For each agent a. € A, we write X, for
X NAD(a), D, for DN AD(a), G, for GN AD(a).

—~ a priority relation >: A — 2M x 2M s a function from agents to a transitive and
reflexive relation on the powerset of the motivations containing at least the subset
relation. We write >, for > (a).

Desires and goals are abstract concepts which are described (M D) by — though
conceptually not identified with — rules (R) built from literals (L). Rules consist of
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Fig. 2. The game between agent a and agent n

an antecedent (body, input) and a consequent (head, output), which are in our case re-
spectively a set of literals and a literal. This simple structure of rules keeps the formal
exposition simple and is sufficient for our purposes here, for the extension of rules to
pairs of propositional sentences we can use input/output logics [3]. As priorities are
associated with mental attitudes instead of rules, the priority of a rule associated with
a desire may be different from the priority of the same rule associated with a goal. We
do not use more complex constructions of rules, as used for example in logic program-
ming, nonmonotonic reasoning or in description logics, because we do not seem to need
the additional complexity and moreover, these rules typically focus on a limited set of
reasoning patterns which cannot be used for our purposes. In particular, they assume
the identity rule ‘if p then p’, see [3,20] for a discussion. It is well known that desires
are different from goals, and we can adopt distinct logical properties for them. For ex-
ample, goals can be adopted from other agents, whereas desires cannot. In this paper
we do not make any additional assumptions on desires and goals, and we thus do not
formally characterize the distinction between desires and goals, because it is beyond
the scope of this paper.

Definition 2 (MAS). A multiagent system M AS isatuple (A, X,D,G,AD,M D, >):

— the set of literals built from X, written as L(X), is X U {-z | z € X}, and the set
of rules built from X, written as R(X) = 2X(X) x L(X), is the set of pairs of a set
of literals built from X and a literal built from X, written as {l1,...,l,} — 1. We
alsowritely A...Nl, — l and when n = 0 we write T — l. Moreover, forz € X
we write ~x for -~x and ~ (—z) for .

— the motivational description M D : M — R(X) is a complete function from the
sets of desires and goals to the set of rules built from X. For a set of motivations

S C M, wewrite MD(S) = {MD(s) | s € S}.

We illustrate the notation by the example visualized in Figure 2. In the example,
there are two agents, called agent a and agent n, who in turn make a decision: agent a
chooses between x and —z, and agent n chooses between y and —y.

Agent a desires = only when agent n does not do y. In the example, we only formal-
ize the mental attitudes; how the agents make decisions and the meaning of the function
U at the right hand side of Figure 2 are explained in Section 6.
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Example 1. Consider a multiagent system (A, X,D,G,AD ,MD,>) with
A= {a,n}, Xa = {2}, Xa = {y}, Da = {d1,d2}, Dy = {d3}, G =0, MD(d,) =
T >z, MD(d;) =y — ~2, MD(d3) = T — y, >, is such that {T — z,y —
-z} > {y —» —z} > {T — z} > 0. Agent a could also consider ds in his priority
ordering, but we assume that d3 does not have any impact on it. Agent a desires uncon-
ditionally to decide to do z, but if agent n decides y, then agent a desires —z, since the
second rule is preferred over the first one in the ordering. Agent n desires to do y.

To describe the normative system, we introduce several additional items. The basic
idea of the formalization of our normative multiagent system is that the normative sys-
tem can be modelled as an agent, and therefore mental attitudes like desires and goals
can be attributed to it, because it is autonomous and it possesses several other properties
typically attributed to agents. Example 1 can be interpreted as a game between an agent
and its normative system instead of between two ordinary agents. In the context of this
paper, this idea is treated as a useful way to combine multiagent systems and normative
systems, though it can also be defended from a more philosophical point of view. A mo-
tivation has been discussed in [21], though in that paper we did not give a formalization
of normative multiagent systems as we do in this paper. First we identify one agent in
the set of agents as the normative agent. We represent this normative agent by n € A.
Moreover, we introduce a set of norms N and a norm description V' that associates vi-
olations with decision variables of the normative agent. Finally, we associate with each
agent some of the goals GD of the normative agent, which represents the goals this
agent is considered responsible for. Note that several agents can be responsible for the
same goal, and that there can be goals no agent is considered responsible for. We do
not assume that agents can only be responsible for their own decisions. In some more
complex social phenomena agents may also be responsible for other agents’ decisions,
and this assumption may be relaxed in the obvious way. For example, in some legal
systems, parents are responsible for actions concerning their children, or the owners of
artificial agents are responsible for the actions the agents perform on their behalf.

Definition 3 (Norm description). A normative multiagent system NM AS is a tuple
(A, X,D,G,AD,MD,>,n,N,V,GD), where (A, X,D,G,AD, M D, >) is a mul-
tiagent system, and:

— the normative agent n € A is an agent.

— the norms {ny,...,ny,} = N is a set disjoint from A, X, D, and G.

~ the norm description V. : N x A — X, is a complete function from the norms
to the decision variables of the normative agent: we write V (n, a) for the decision
variable which represents that there is a violation of norm n by agent a € A.

— the goal distribution GD : A — 2% is a function from the agents to the powerset
of the goals of the normative agent, where GD(a) C Gy, represents the goals of
agent n the agent a is responsible for.



