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Introduction

0.1 OBJECTIVES

The objective of this book is to give the reader an overall insight into a
specific area of industrial research in Artificial Intelligence (AI): that of
Expert Systems.

Artificial Intelligence is a key technology for the software of the future.
Al concerns itself with the areas of application that involve human reason-
ing, in that it attempts to imitate reasoning and draw inferences. Al, it
should be stated, is not a special methodology, but a framework of
interwoven processes that are used together to achieve these goals.

The application areas that are included in the common definition of Al
include, amongst others:

— knowledge based systems or expert systems

— intelligent/learning systems

— natural language translation/understanding

— automatic programming with correctness proven
— understanding/generation of speech

— image and scene analysis in real time.

The major part of the above list reflects priorities that are apparent in
industrial research and development, especially as seen by one leading
company, Nixdorf AG of the Federal Republic of Germany. Nixdorf have
been committed to research and development of expert systems since 1982,
with an ever increasing team.

The core of this book is made up from contributions of results from this
team, or from complementary co-ordinated work in universities. The work
is presented in such a way as to represent a complete, albeit brief, overview
of the developments up to 1984/85. Subsequent looks by Dr Savory will
decribe further progress made in 1985/86 and onwards.

The reader will be able to gain an insight into what can realistically be
expected from a current state of the art in knowledge based systems in the
sense of what it can and, more importantly perhaps, what it cannot do.



16 INTRODUCTION

0.2 CHAPTER1

This is a scene setting overview of the mature state of the artin Alin general,
as well as a brief résumé of the historic stages in the main research areas over
three decades. The seminal publications are referred to.

The objective of the chapter is to give the reader a feel for the type of
application that may be supported by Al tools and methods. In order to
make the subsequent sections more palatable, the reader needs to appre-
ciate just what expert systems are and where they fit into the scheme of Al

0.3 WHAT IS AN EXPERT SYSTEM?

Expert systems are a specific group of methods and tools as a subtopic in the

wider area of artificial intelligence. What is Al, though? Almost every

author has his own opinion and endless debate on this topic is commonplace.
Some of the more notable definitions are:

[R. Davis and D. B. Lenat] in Knowledge Based Systems in Artificial
Intelligence (1982):

Al is the symbolic, non algorithmic reasoning process. Intelligence can
be explained as a symbol manipulating activity, and that this can be
realised on a physical symbol machine such as a digital computer.

This view is shared by Newell and Simon in a classic Turing Award lecture in
1976 [Newell and Simon]).

[N. J. Nilsson] in Principles of Artificial Intelligence (1982) states that:

Human activities such as writing books, computer programs, common-
sense reasoning, natural language understanding or driving a car are said
to be demanding a level of “intelligence”. Over the years, computer
programs have been built that can perform tasks such as these. We might
say that such systems possess some degree of artificial intelligence.

[E. Rich] in Artificial Intelligence states that:

Al is the study of how to make computers do things at which, at the
moment, people are better. This ephemeral definition only betrays the
current state of the art, not the objectives.

However, probably the widest accepted definition is that of Minsky [in
Semantic Information Processing, 1982]:

Al is the science of making machines do things that would require
intelligence if done by humans.

This is an attractive definition, since it avoids saying anything about
“intelligence” of course.



