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BPART I

Bayesian
Principles

According to the Bayesian view, scientific and indeed much of
everyday reasoning is conducted in probabilistic terms. In other
words, when evaluating an uncertain claim, one does so by
calculating the probability of the claim in the light of given
information. Precisely how this is done and why it is reasonable
is the topic of this book.

In Part I of the book we shall first introduce the central
Bayesian idea, giving some of its intellectual and historical
background. This will be Chapter 1. Then in Chapter 2 we shall
present the calculus of probability, which constitutes the foun-
dation of the Bayesian approach. This will be done in a rela-
tively formal manner and the question of what it means to say
that some hypothesis 2 has probability P(h) will be considered
in Chapter 3. The rest of the book will show how the Bayesian
approach gives a penetrating insight into the nature of scien-
tific reasoning far superior to that afforded by any of its rivals.






B CHAPTER 1

l Introduction

B a THE PROBLEM OF INDUCTION

Hypotheses usually have a general character relative to the
empirical observations they are thought to explain. For in-
stance, Mendel’s genetic theory apparently concerns all inher-
ited characteristics in all plants and animals, whereas rela-
tively few of these could ever have been observed. If all our
information derives from empirical observation, how can we be
sure that any particular explanatory theory is the correct one?
This is one version of the traditional problem of induction.

It has, however, sometimes been denied that our stock of
information is restricted to empirical observations, a number
of philosophers having taken the view that we are also capable
of cognizing important synthetic principles which enable the
gap between observations and scientific theories to be bridged.
Immanuel Kant (1783, p. 9), for example, who claimed that his
“dogmatic slumber” had been interrupted by the problem
of induction, to which he had been alerted by David Hume’s
brilliant exposition of it, attempted to provide a principle which
was both a priori certain and sufficiently rich to guarantee the
truth of the theories of physics. His effort was, however, in-
adequate. The principle he advocated was just that every event
has a cause. Much of Kant’s endeavour went into showing that
this was an a priori truth, and many of his interpreters have
worked hard trying to unravel just what his argument was.
But whether valid or not, the principle is irrelevant to the issue
at hand, which does not concern whether every event has a
cause but asks the very different question: how can one be
certain, in any particular case, that one has selected the correct
cause of an event out of the huge, indeed infinite, number of
possible causes?

Another candidate for a bridging principle between empir-
ical observations and scientific theories is the so-called Prin-



4 PART |: BAYESIAN PRINCIPLES

ciple of the Uniformity of Nature, which Hume (1777, section
32) summed up in the phrase “the future will resemble the
past”. It is sometimes held that when scientists advocate their
theories, they are relying on this principle, at least tacitly.
However, there are two obvious reasons why the theories
of science could not be established as definitely true by means
of such a principle. First, as it stands, it is empty, for it fails
to disclose in what respects the future is supposed to resemble
the past. To perform its intended role, the principle would need
to be given a specific formulation for application to each case.
For example, one such formulation would need to say that, in
regard to heated metals, if these have always been observed
to expand in the past, then they will do so in the future. It
would need a more elaborate formulation to permit the infer-
ence that all metals would expand if heated, as is usually as-
sumed. But, secondly, as soon as the Uniformity of Nature
Principle has been made sufficiently specific for it to connect
given observations to particular general laws, its inadequacy
as a basis for scientific inference becomes manifest, because its
own claim to be accepted as true is now just as questionable
as the scientific theory which it was designed to guarantee.

B b POPPER’S ATTEMPT TO SOLVE THE PROBLEM
OF INDUCTION

It would appear then—this is not any longer controversial —
that there is no positive solution to the problem of induction,
that is to say, no solution by whose means particular explan-
atory theories could be conclusively shown to be true. However,
many philosophers and scientists resist the idea, embraced in
recent years with particular vigour by Paul Feyerabend, that
all theories are on a par and that, for example, standard sci-
entific claims are no better and no worse than those which
would commonly be dismissed as the crackpot ideas of a char-
latan. Karl Popper, in particular, was concerned to resist such
scepticism and put science on a rational footing. He conceded
that since scientific theories are never conclusively verifiable,
no positive solution exists to the problem of induction. But
Popper maintained that theories may, nevertheless, have some
worthwhile epistemic status and in some cases be established
as epistemically superior to their rivals, this superiority sup-
posedly being an objective feature, independent of anyone’s



