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Preface

The 12th International Conference on Applications of Natural Language to Informa-
tion Systems (NLDB 2007) took place during June 27-29 in Paris (France). Since the
first edition in 1995, the NLDB conference has been aiming at bringing together
researchers, people working in industry and potential users interested in various ap-
plications of natural language in the database and information system areas.

Natural language and databases are core components in the development of infor-
mation systems. NLP techniques may substantially enhance most phases of the
information system lifecycle, starting with requirement analysis, specification and
validation, and going up to conflict resolution, result processing and presentation.
Furthermore, natural language-based query languages and user interfaces facilitate the
access to information for all and allow for new paradigms in the usage of computer-
ized services. Hot topics such as information retrieval and Semantic Web-based
applications imply a complete fusion of databases and NLP techniques.

Among an increasing number of submitted papers (110), the Program Committee
selected 31 papers as full papers, thus coming up with an acceptance rate of 28%.
These proceedings also include 12 short papers that were presented at the conference
and two invited talks, one given by Andrew Basden and Heinz Klein and the other
given by Max Silberztein.

This conference was possible thanks to the support of three organizing institutions:
The University of Versailles Saint-Quentin (Versailles, France), the Conservatoire
National des Arts et Métiers (Paris, France) and the University of Salford (Salford,
UK). We thank them, and in particular Profs. Akoka (CNAM), Bouzeghoub (UVSQ)
and Comyn-Wattiau (CNAM) for their support.

We also wish to thank the entire organizing team including secretaries, researchers
and students who put their competence, enthusiasm and kindness into making this
conference a real success, and especially Xiaohui Xue, who managed the Web site.

June 2007 Zoubida Kedad
Nadira Lammari

Elisabeth Métais

Farid Meziane

Yacine Rezgui
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An Alternative Approach to Tagging

Max Silberztein

LASELDI, Université de Franche-Comté
30 rue Mégevand, 25000 Besangon, France
max.silberztein@univ-fcomte. fruT

Abstract. NooJ is a linguistic development environment that allows users to
construct large formalised dictionaries and grammars and use these resources to
build robust NLP applications. Nool's approach to the formalisation of natural
languages is bottom-up: linguists start by formalising basic phenomena such as
spelling and morphology, and then formalise higher and higher linguistic levels,
moving up towards the sentence level. NooJ provides parsers that operate in
cascade at each individual level of the formalisation: tokenizers, morphological
analysers, simple and compound terms indexers, disambiguation tools, syntactic
parsers, named entities annotators and semantic analysers. This architecture
requires Nool's parsers to communicate via a Text Annotation Structure that
stores both correct results and erroneous hypotheses (to be deleted later).

Keywords: Nool. Linguistic Development Environment. Robust NLP applica-
tions.

1 Introduction

Nool is a linguistic development environment that allows users to construct large
linguistic resources in the form of electronic dictionaries and grammars and to apply
these resources to large texts and build various robust NLP applications.

NoolJ's approach to the formalisation of natural languages is bottom-up: linguists
start by formalising basic phenomena, such as spelling, morphology and lexicon, and
then use these basic levels of description to formalise higher and higher linguistic
levels, moving up towards the syntactic and semantic levels. This bottom-up approach
is complemented by an accumulative methodology that allows a community of users
to share and re-use individual resources, as well as a number of tools (e.g.
concordances, contract enforcers and debuggers) that help users maintain the integrity
of large resources.

Parallel to these various levels of formalisation, NooJ provides a number of parsers
that operate in cascade at each individual level of the formalisation: at the character
level (tokenizer and sentence recogniser), morphology (inflectional and derivational
analyser), lexical (simple and compound words recognisers), local syntax
(disambiguation), structural syntax (frozen and semi-frozen expressions recogniser,
syntactic parser) and transformational syntax (semantic analyser).

' NooJ is freeware. See: http://www.nooj4nlp.netUT to download the software and its

documentation.

7. Kedad et al.(Eds.): NLDB 2007, LNCS 4592, pp. 1-11, 2007.
© Springer-Verlag Berlin Heidelberg 2007
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2 A Third Type of NLP Tool

Most available NLP tools follow one of two different and incompatible approaches.

On the one hand, some linguistic parsers aim at formalising natural languages,
usually at the syntactic and semantic levels. Following Chomsky’s discussion of the
inadequacies of finite-state machines for NLP [1], researchers have invented and
refined several computational devices and their corresponding formalisms capable of
representing complex, non finite-state syntactic phenomena, such as unification-based
parsers that deal with various types of agreement constraints.

Unfortunately most of these parsers, while powerful enough to compute a variety
of complex syntactic analyses, are not adapted to the processing of very simple but
cost-intensive phenomena, such as locating multi-word expressions in texts by
accessing a dictionary of over 200,000 entries, performing morphological analysis of
Hungarian texts, etc. Moreover, they are not capable of parsing large corpora in real-
time, and therefore cannot be used as online corpus processing tools, nor can they be
used as linguistic engines for “basic” applications such as search engines.

On the other hand, some NLP tools aim at facilitating the implementation of NLP
applications such as search engines, automatic construction of abstracts, corpus
processors, information extraction, etc. These tools often include very efficient
parsers based on finite-state technology, and can indeed be used to parse large
quantities of texts. Unfortunately, these tools include at one point or another several
algorithms that make them unsuitable to the formalisation of natural languages, such
as a statistical tagger that aims at producing “reasonably good” results — which is to
say a number of incorrect ones — as well as heuristics to get rid of ambiguities — even
when sentences are genuinely ambiguous — etc.

NooJ shares with the above-mentioned linguistic tools the goal of providing
linguists with a way to formalise natural languages precisely, and at the same time
includes several efficient finite-state tools to parse large texts and process large
linguistic resources. This can be done because in NooJ’s bottom-up architecture, each
level of analysis is processed by a different, specialised (and therefore efficient)
computational device. In other words, instead of using one single powerful (and
inefficient) computational device to process all kinds of linguistic phenomena, we
assume that natural languages are sets of very different phenomena, each of them
requiring a specialized mechanism and associated parser; in particular, simple devices
such as finite-state machines, which constitute very natural tools to represent a large
number of linguistic phenomena, should not be thrown away because they are not
adequate to represent other, sometimes even exotic, phenomena.

3 Atomic Linguistic Units

In NooJ, the term Atomic Linguistic Units (ALUs) refers to the smallest elements of
a given language that are associated with linguistic information. By definition, these
ALUs constitute the vocabulary of the language. They can and must be systematically
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described in extension, because some of, or all their properties cannot be computed
from their components.

Nool’s first level of text analysis is at the character level. Characters are classified
as letters and delimiters. Tokens are sequences of letters between delimiters. Based
on these three definitions, NoolJ distinguishes four types of ALUs:

Simple Word: any ALU spelled as a token, e.g. table
Affix: any ALU spelled as a subsequence of letters in a token, e.g. re-, -able

e Multi-Word Unit (MWU): any ALU spelled as a sequence of letters and
delimiters, e.g. as a matter of fact (the space character is not a letter, hence it is a
delimiter)

¢ Frozen Expression: any MWU that accepts insertions, e.g. take ... into account

This classification is adequate for any written language, although some languages
(e.g. English) require the description of very few affixes whereas others (e.g.
Hungarian) require a large morphological system. The vocabulary of Romance
languages probably contains five times more MWUs than simple words, whereas
Germanic languages have very few MWUs because these units are not spelled with
spaces, and hence are processed by NooJ as simple words.”

Obviously, it is important for any NLP application to be able to process any type
of ALUs, including MWUSs. Questions about MWUs — their definition, how to
automatically recognise them in texts, how to process them, etc. — have initiated
much interest in computational linguistics. Unfortunately, there seems to be
confusion about what people mean by MWUs (or compounds, or complex terms,
collocations, etc.). For instance, [2] studies "transparent” noun compounds and
discusses methods for analysing them. In the NooJ framework, this is contradictory:
either these objects are truly MWUSs (i.e. Atomic Linguistic Units) that must be
listed and explicitly described in dictionaries (and therefore don't need to be
analysed), or they are transparent and can be analysed automatically (and therefore
do not need to be listed explicitly in a dictionary). Note finally that more precise
analyses (such as [3]) show that so-called “transparent” MWUSs have in fact some
degrees of “opacity” that would require robust NLP application to list and describe
them explicitly in a dictionary.

Statisticians often equate compounds with collocations, i.e. sequences of tokens
that occur together frequently. But trying to characterise MW Us by computing the co-
occurrence of their components negates their atomicity.” Moreover, MWUs (just like
simple words) can be either frequent or rare in texts, and MWUs with a low frequency
(say, less than 3 occurrences in a large corpus), are typically left out by statistical
methods.

% On the other hand, Germanic analysable tokens, such as "Schiffahrtsgesellschaft" must be
processed as sequences of affixes: "Schiff fahrt s gesellschaft".

* In the same manner that one should not try to prove the fact that the token "apartment” is an
English word from the fact that "apart" and "ment" often occurs together. In fact, tokenizers
used by most taggers and statistical parsers naively use the blank character to characterise
linguistic units. In NooJ, MWUs are ALUs just like simple words; the fact that they include
blanks or other delimiters is not relevant to their status, and does not even complicate their
automatic recognition in texts.



