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Preface

Since 1995, when the SPIN workshop series was instigated, SPIN workshops
have been held on an annual basis in Montréal (1995), New Brunswick (1996),
Enschede (1997), Paris (1998), Trento (1999), Toulouse (1999), Stanford (2000),
Toronto (2001), Grenoble (2002) and Portland (2003). All but the first SPIN
workshop were organized as satellite events of larger conferences, in particular
of CAV (1996), TACAS (1997), FORTE/PSTV (1998), FLOC (1999), the World
Congress on Formal Methods (1999), FMOODS (2000), ICSE (2001, 2003) and
ETAPS (2002). This year again, SPIN was held as a satellite event of ETAPS
2004. The co-location of SPIN workshops with conferences has proven to be
very successful and has helped to disseminate SPIN model checking technology
to wider audiences. Since 1999, the proceedings of the SPIN workshops have
appeared in Springer-Verlag’s Lecture Notes in Computer Science series.

The history of successful SPIN workshops is evidence for the maturing of
model checking technology, not only in the hardware domain, but increasingly
also in the software area. While in earlier years algorithms and tool development
around the SPIN model checker were the focus of this workshop series, for several
years now the scope has been widened to include more general approaches to
software model checking techniques and tools as well as applications.

The SPIN workshop has become a forum for all practitioners and researchers
interested in model checking based techniques for the validation and analysis
of communication protocols and software systems. Techniques based on expli-
cit representations of state spaces, as implemented for example in the SPIN
model checker or other tools, or techniques based on combinations of explicit
representations with symbolic representations, are the focus of this workshop.
It has proven to be particularly suitable for analyzing concurrent asynchronous
systems. The workshop topics include theoretical and algorithmic foundations
and tools, model derivation from code and code derivation from models, tech-
niques for dealing with large and infinite state spaces, timing and applications.
The workshop aims to encourage interactions and exchanges of ideas with all
related areas in software engineering.

Papers went through a rigorous reviewing process. Each submitted paper was
reviewed by three program committee members. Of 48 submissions, 19 research
papers and 3 tool presentations were selected. Papers for which one of the editors
was a co-author were handled by a sub-committee chaired by Gerard Holzmann.

In addition to the refereed papers, four invited talks were given; of these
three were ETAPS invited speakers: Antti Valmari (Tampere, Finland) on the
Rubik’s Cube and what it can tell us about data structures, information theory
and randomization, Mary-Lou Soffa (Pittsburgh, USA) on the foundations of
code optimization, and Robin Milner (Cambridge, UK) on the grand challenge
of building a theory for global ubiquitous computing. Finally, the SPIN invited
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VI Preface

speaker Reinhard Wilhelm (Saarbriicken, Germany) gave a talk on the analysis
of timing models by means of abstract interpretation.

This year we took up an initiative started in 2002 and solicited tutorials that
provided opportunities to get detailed insights into some validation tools and
the methodologies of their use. Out of 3 submissions, the program committee
selected 2 tutorials.

— An “advanced SPIN tutorial” giving an overview of recent extensions of the
SPIN model checker as well as some methodological advice for its use. It
was mainly addressed to users who want to use SPIN as a modelling and
validation environment.

— A tutorial on the IF validation environment providing an overview of the IF
modelling language and the main functionalities of the validation toolbox.
It was addressed to users who want to use IF as a validation environment by
feeding it with models in the IF language, or in SDL or UML, but also to tool
developers who would like to interface their tools with the IF environment.

Acknowledgements. The volume editors wish to thank all members of the
program committee as well as the external reviewers for their tremendous effort
that led to the selection of this year’s program. We furthermore wish to thank
the organizers of ETAPS 2004 for inviting us to hold SPIN 2004 as a satellite
event and for their support and flexibility in accommodating the particular needs
of the SPIN workshop. We wish to thank in particular Fernando Orejas and
Jordi Cortadella. Finally, we wish to thank Springer-Verlag for providing us
with the possibility to use a conference online service free of charge, and the
METAFrame team, in particular Martin Karusseit, for their very valuable and
reactive support.

January 2004 Susanne Graf
Laurent Mounier
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Formal Analysis of Processor Timing Models

Reinhard Wilhelm*

Informatik
Universitat des Saarlandes
Saarbriicken

Abstract. Hard real-time systems need methods to determine upper
bounds for their execution times, usually called worst-case execution
times. This talk gives an introduction into state-of-art Timing-Analysis
methods. These use Abstract Interpretation to predict the system’s be-
havior on the underlying processor’s components and Integer Linear Pro-
gramming to determine a worst-case path through the program. The
abstract interpretation is based on an abstract processor model that is
conservative with respect to the timing behavior of the concrete proces-
sor. Ongoing work is reported to analyze abstract processor models for
properties that have a strong influence on the expected precision of tim-
ing prediction and also on the architecture of the timing-analysis tool.
Some of the properties we are interested in can be model checked.

1 WCET Determination

Hard real-time systems need methods to determine upper bounds for their exe-
cution times, usually called worst-case execution times, (WCET). Based on these
bounds, a schedulability analysis can check whether the underlying hardware is
fast enough to execute the system’s task such that they all finish before their
deadlines. This problem is nontrivial because performance-enhancing architec-
tural features such as caches, pipelines, and branch prediction introduce “local
non-determinism” into the processor behavior; local inspection of the program
can not determine what the contribution of an instruction to the program’s over-
all execution time is. The execution history determines whether the instruction’s
memory accesses hit or miss the cache, whether the pipeline units needed by the
instruction are occupied or not, and whether branch prediction is correct or not.

2 Tool Architecture

State-of-art Timing-Analysis methods split the task into (at least) two subtasks,
the prediction of the task’s behavior on the processor components such as caches
and pipelines, formerly called “micro-architecture modeling” [HBW94], and the
determination of a worst-case path. They use Abstract Interpretation to predict

* Work reported herein is supported by the Transregional Collaborative Research Cen-
ter AVACS of the Deutsche Forschungsgemeinschaft.

S. Graf and L. Mounier (Eds.): SPIN 2004, LNCS 2989, pp. 1-4, 2004.
(© Springer-Verlag Berlin Heidelberg 2004



2 R. Wilhelm

the system’s behavior on the underlying processor’s components and Integer Lin-
ear Programming to determine a worst-case path through the program [LMW99].
A typical tool architecture is the one of aiT, the tool developed and marketed
by AbsInt Angewandte Informatik in Saarbriicken, cf. Fig. 1.

CFG Builder

Loop Trafo

Fig. 1. Architecture of the aiT WCET analysis tool

The articles [FHL*01,LTHO02] report on WCET tool developments for com-
plex processor architectures, namely the Motorola ColdFire 5307 and the Mo-
torola PowerPC 755. These were the first fully covered complex processors.

3 Timing Anomalies

The architecture of WCET-tools and the precision of the results of WCET anal-
yses strongly depend on the architecture of the employed processor [HLTWO03].
Out-of-order execution and control speculation introduce interferences between
processor components, e.g. caches, pipelines, and branch prediction units. These
interferences forbid modular designs of WCET tools, which would execute the
subtasks of WCET analysis consecutively. Instead, complex integrated designs
are needed resulting in high demand for space and analysis time.

In the following, several such properties of processor architectures are de-
scribed. They cause the processor to display what is called Timing Anoma-
lies [Lun02]. Timing anomalies are contra-intuitive influences of the (local) exe-
cution time of one instruction on the (global) execution time of the whole pro-
gram. The interaction of several processor features can interact in such a way
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that a locally faster execution of an instruction can lead to a globally longer exe-
cution time of the whole program. This is only the first case of a timing anomaly.
The general case is the following. Different assumption about the processor’s ex-
ecution state, e.g. the fact that the instruction is or is not in the instruction
cache, will result in a difference AT} of the execution time of the instruction
between these two cases. Either assumption may lead to a difference AT of the
global execution time compared to the other one. We say that a timing anomaly
occurs if either

AT, < 0 i.e., the instruction executes faster, and
AT < AT, , the overall execution is accelerated by more than the accelera-
tion of the instruction, or
AT > 0 , the program runs longer than before.
ATy > 0 i.e., the instruction takes longer to execute, and
AT > AT, i.e., the overall execution is extended by more than the delay of
the instruction, or
AT < 0 i.e., the overall execution is the program takes less time to execute
than before.

The case ATy < 0 A AT > 0 is a critical case for WCET analysis. It makes
it impossible to use local worst case scenarios for WCET computation. This
necessitates a conservative, i.e., upper approximation to the damages potentially
caused by all cases or forces the analysis to follow all possible scenarios.

Unfortunately, as [LS99,Lun02] have observed, the worst case penalties im-
posed by a timing anomaly may not be bounded by an architecture-dependent,
but program-independent constant, but may depend on the program size. This
is the so-called Domino Effect. This domino effect was shown to exist for the
Motorola PowerPC 755 in [Sch03].

4 Formal Analysis of Processor Timing Models

The abstract-interpretation-based timing analysis is based on abstract processor
models that are conservative with respect to the timing behavior of the concrete
processors. To prove this is a major endeavor to be undertaken in the Transre-
gional Collaborative Research Center AVACS. Another line of research is the
derivation of processor timing models from formal specifications in VHDL or
Verilog.

We are currently applying formal analysis of timing models to check for rele-
vant properties, e.g., use model checking to detect timing anomalies and domino
effects or their absence, resp. Bounded model checking can be used to check for
the existence of upper bounds on the damage done by one processor component
onto the state of another one, e.g. the damage of a branch misprediction to the
instruction cache by loading superfluous instructions. The bound can be com-
puted from architectural parameters, such as the depth of the pipeline and the
length of prefetch queues.
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