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PREFACE

MOTIVATIONS FOR STUDYING OPERATING SYSTEMS THEORY

In the years since 1969, the study of computer systems has assumed a
role nearly equal in importance to “theory of computation” and “program-
ming” in computer science curricula. In contrast, the subject of computer
operating systems was regarded as recently as 1965 as being inferior in im-
portance to these two traditional areas of study. This is a significant change
in attitude. The first signs of the change are evidenced in ACM’s Curriculum
68,1 and the speed of its development is evidenced in the report of Task Force
VIII of the COSINE (computer science in engineering) Committee of the
Commission on Education of the National Academy of Engineering, An
Undergraduate Course on Operating Systems Principles (June 1971).1 There
are several important reasons for this change.

First, three practical objectives—improving existing and future designs,
building systems whose correctness and behavior can be determined a priori,
and solving the resource allocation and performance evaluation problems—
have stimulated increasing amounts of research in computer system mo-
deling. A principal result of this effort has been the emergence of a “theory”
of computer operating system design and analysis. This in turn is having an
almost immediate impact on curricula: The traditional “case-study” approach
to teaching operating systems concepts, which never proved to be an out-
standing success, is giving way rapidly to the “modeling and analysis” ap-
proach.

Second, the problems of designing complex software systems have tra-
ditionally been considered of less intellectual interest than “theory of com-

tComm. ACM. March 1968.
fCommission on Education, National Academy of Engineering, 2102 Constitution

Avenue, Washington, D.C. 20418.
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putation” and “programming.” The so-called software problem, i.e.,
reducing the high cost of software development and improving quality
control over software packages, has been found to be increasingly severe. As
a result, tradition is being reversed, there is rising interest in software system
design as a deep intellectual problem. Much of “computer system theory” is
related in one way or another to understanding and managing complexity in
software systems.

Third, there is an ever widening appreciation of the view that the world
we live in has become a real-time system whose complexity is beyond the
reach of the unaided human mind to understand. Again and again we see
decisions taken in business systems, economic systems, social systems, and
urban systems—all real-time information systems—which, despite the best
of intentions, often turn out to have effects quite unlike those intended. This
phenomenon is not new in the experience of operating systems designers.
Since computer-system “theorists” are deeply involved in the problems of
managing complex real-time information systems in order to get them be-
having as intended, this subject material appears destined ultimately to have
an impact not restricted to the computer industry.

PURPOSE OF THIS BoOk

The principal object of this book is studying algorithms arising in the
design of computer operating systems. The study includes specifically
sequencing and control algorithms designed to avoid various types of failures
in systems supporting concurrent processes, scheduling algorithms designed
to minimize total execution times and mean flow times, algorithms for al-
locating processors among multiprogrammed tasks, algorithms for using
input/output devices, and algorithms for managing storage. These algorithms
are studied from a formal view. In studying a given problem, for example, we
shall discuss methods of devising mathematical models for the system and
algorithms of interest; we shall then work out analyses whose goals are
proofs of optimality, derivations of performance measures, or demon-
strations that the systems or algorithms have certain desirable properties.

Consistent with this theme, our educational goal is presenting in one
place, in as simple a form as possible, the most important formal methods
that have been applied to the study of operating systems algorithms. Our
interest is explicating the nature of the results, the essence of the analysis,
and the power and limitations of the methods. In many cases we have chosen
the simplest form extant of a model; we have done this whenever the addi-
tional generality would have multiplied the complexity of analysis beyond the
value of whatever additional insight would have been gained. The book will
succeed in its basic purpose to the extent that a reader moderately experienced
in operating system design is enabled to examine a given operating system
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and successfully to execute a project of (formal) modeling and analysis with
respect to that system.

There are two broad subject areas that we have consciously avoided in our
treatment: heuristic and experimental methods. (Indeed, the inclusion of
these topics and the corresponding results would surely have doubled the size
of the book.) Our exclusion of heuristic and exhaustive search methods for
combinatorial problems in scheduling is largely justified by their excellent
treatment in Conway, Maxwell, and Miller.T Our exclusion of experimental
results relating to storage management is justified by their extensive coverage
in the literature.

Experimental work concerned with simulation studies and statistical
analysis of system performance (and program behavior) interfaces directly
with the content of this book and would constitute a book on its own right.
However, our use of models of program and computer-use behavior proceeds
only as far as it is necessary to study the properties of specific algorithms.
Important and well-known work in modeling program behavior includes
graph models of parallelism and locality models of storage referencing.
In the course of the book we shall have numerous occasions to reference the
various engineering studies that support the assumptions made in the mathe-
matical models.

We have arranged the presentation to be useful both to professionals as a
reference and to students as a text. The reader is assumed to be familiar with
the concepts, systems, and techniques acquired in the core of a computer
science curriculum. For this reason we have omitted lengthy motivations for
the models devised and extensive interpretation of the results obtained. The
reader is expected to have a mathematical maturity corresponding roughly to
a senior undergraduate or beginning graduate student. More specifically, a
basic facility with formal systems is assumed along with a knowledge of the
elements of applied probability theory and Markov chains. We have included
a brief review of the latter material in an appendix.

Unfortunately, one or both of these latter assumptions is very frequently
not valid when and where it should be. If it is agreed that a major part of
computer science education is the study of algorithms—how to design and
write them clearly, how to design optimal or efficient algorithms, and how to
assess their performance—it follows from the nature and applicability of
probability models that the student must have achieved some competence in
applied probability theory and combinatorics. Until he acquires such skills,
the student will not generally be capable of designing nontrivial algorithms
and communicating to others precisely what he has done—in particularly
designing proofs that show his algorithm to have certain properties and

tR. W. Conway, W. L. Maxwell, and L. W. Miller, Theory of Scheduling (Reading,
Mass.: Addison-Wesley), 1967.
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derivations of measures that can be used to judge the effectiveness and per-
formance of his algorithm.

At the end of each chapter we have included a selection of problems
relating to extensions or modifications of the material in that chapter. In the
majority of cases these are problems, rather than exercises. It is especially
important that the reader examine them, for their purpose is not only to
improve the understanding of material in the text, but also to fill out the
coverage of the book. There are many problems that extend the methods
treated in the various chapters to different but closely related applications not
otherwise discussed.

PLAN OF THE Book

According to the COSINE report there are six aspects of computer system
modeling in which useful abstractions and theoretical developments have
evolved:

Procedures and their implementation

Management of named objects

Protection

Concurrent processes

Management of memory hierarchies

Resource allocation
Of these six sets of concepts, the first three tend to be more descriptive in
nature, i.e., the abstractions do not involve any mathematics and are used by
designers for immediate guidance in implementations. The last three sets of
concepts do, however, rely on mathematical analysis before they produce
useful results. Accordingly, we have restricted attention to these three sets of
abstractions in this book.

One can identify additional areas in which modeling and analysis is highly
desirable; as of 1972, however, there are few results of practical interest
available, so we have omitted any treatment of them. They include system
reliability and integrity, system performance evaluation, and design method-
ologies.

The book consists of seven chapters. A brief description of each follows.

Chapter 1. Introduction is an outline of the physical properties of the
systems in which the results of our analyses in later chapters can be applied.
This includes a discussion of the relevant properties of processor and memory
devices; of the implementation features of virtual memory, especially paging;
of the general aspects of the memory management and processor scheduling
problems; and of the motivations for using concepts of parallelism, sched-
uling, paging, resource.pooling, and program behavior in systems design.

Chapter 2. Control of Concurrent Processes contains a formalism for
studying the important problems of controlling parallel processes, viz.,
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determinacy, deadlock, mutual exclusion, and synchronization. We have
been able to formulate and study these problems in the context of a single
model, a partially-ordered system of tasks. While this model is by no means
the most general studied previously, it exhibits the properties one would
expect and desire in a practical system. The results of this chapter are: a) the
task system model allows a uniform discussion of the four control problems,
making evident the differences and similarities among them; b) the task
system model permits simple proofs of the determinacy results; c) the dead-
lock results extend those available in the literature; and d) the synchron-
ization results are all new and demonstrate the generality and power of the
synchronizing primitives.

Chapter 3. Deterministic Models of Processor Scheduling is a nearly com-
plete treatment of the results presently available on this subject. Given an
n-task system in which the execution time of each task is known, and given &
processors, the problem is finding a schedule (assignment of tasks to pro-
cessors) that completes in minimum time, or minimizes mean flow time, and is
consistent with the precedence constraints among tasks. Problems of this type
are important not only in the classical job-shop environment, but also in
future environments where, for example, task systems of the type studied in
Chapter 2 will be implemented.

Chapter 4. Probability Models of Computer Sequencing Problems contains
a review of basic queueing processes and their application to scheduling tasks
in multiprogramming systems. We have attempted to present a selfcontained
treatment in as short a space as possible. A major goal achieved in this chapter
is an analysis of the basic computer priority queues.

Chapter 5. Auxiliary and Buffer Storage Models treats problems arising
particularly in connection with input or output processes. The methods
developed in Chapter 4 are used extensively. The chapter includes a study of
the good (and bad) points of “shortest-latency-time-first” policies for serving
queues on rotating storage devices (disks, drums). It includes an analysis of
the buffering problem, showing the tremendous advantages inherent in
pooled buffers as opposed to private buffers. These results have important
implications with respect to any pooled resource, especially the partitioning
of main memory among tasks under multiprogramming. The chapter includes
a treatment of cyclic queue networks.

Chapter 6. Storage Allocation in Paging Systems is a fairly complete
treatment of the results known for controlling and analyzing the page traffic
resulting from given demand paging algorithms managing a single program
in a fixed memory space. All the known results about optimal algorithms are
included, as well as a new treatment of the important “stack algorithm”
concept. The relation between these results and multiprogramming is studied.
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Chapter 7. Multiprogrammed Memory Management specifically deals with
the properties of program-behavior models that exhibit “locality of reference”
and their implications with respect to multiprogrammed memory manage-
ment. The properties of fixed and variable partitioning strategies of multi-
programming are treated. The “working set model” is studied in its own right,
various important relations among working set size, paging rate, and page
reference patterns being obtained.
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1 INTRODUCTION

1.1. OPERATING SYSTEMS

The era of electronic computing has been characterized as a series of
“generations” [1], the first covering the period 1946-1950, the second covering
the period 1950-1964, and the third covering the period since 1964. Although
the term generation was intended originally to suggest differences in hardware
technology, it has come to be applied to the entire hardware-software system
rather than the hardware alone [2]. The development of general-purpose com-
plex software systems did not begin until the third generation and has moti-
vated the development of theoretical approaches to design and resource
allocation.

As will be discussed in detail later, the term “process” is used to denote a
program in execution. A computer system may be defined in terms of the
various supervisory and control functions it provides for the processes created
by its users:

1. Creating and removing processes.

2. Controlling the progress of processes, i.e., ensuring that each logically
enabled process makes progress and that no process can block indefinitely
the progress of others.

3. Acting on exceptional conditions arising during the execution of a
process, e.g., arithmetic or machine errors, interrupts, addressing errors,
illegal or privileged instructions, or protection violations.

4. Allocating hardware resources among processes.

5. Providing access to software resources, e.g., files, editors, compilers,
assemblers, subroutine libraries, and programming systems.

1



