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PREFACE

The Second.Symposium on High Performance Computing takes place from October 7th
through 9th, 1991 in Montpellier, France. This conference is co-organized by two academic
computing centers: CNUSC! and CNSF2, a research institute: INRIA3, and a computer com-
pany: IBM France.

This is the second of a series of biennal symposia which intend to be a forum for specialists
working in various domains associated with Intensive Computing (Parallelism, Vectorization
and Scalar) so as 1o discuss the state of the art. In fact, during the last decade, the growth
of scientific computing devices has been firmly sustained: expanding size of memories, in-
credible CPU performance unheard-of just a few years ago, graphic tools transforming results
treatment, networks drastically reducing communication time between computers, etc. As a
matter of fact, this development has led to an indirect rapprochement, essential today, of
domains which unul recently were quite separated.

For instance, the interaction of computer architecture and numerical methods through new
disciplines such as Parallel Numerical Analysis, allows optimal simulations as well as their
applications onto complex models unreachable yesterday.

If it seems of a prime necessity for the hardware designer to take into consideration the mul-
tiple and often conflicting needs of the scientific computing community, it also seems obvious
for users to steadily devote time to update their knowledge of computing environments.

So, the main purpose of this meeting is to give scientists an opportunity to investigate inter-
actively areas such as Architecture of Supercomputers, Compilers, Algorithms, Computational
Methods, Numerical Applications, etc.

This document holds the contributed papers selected for the Conference. They are arranged
in three separate topics:

®  Parallelism: Architecturés, Algorithms and Compilers
¢ Numerical Methods for Supercomputers

*  High Performance Computing Applications

OOy 1)

\

b Centre National Universitaire Sud de Calcul, Montpellier, France
£ Cornell Natonal Supercomputer Facility, lthaca, USA

3 Institut National de Recherche en Informatique et en Automatique, Rocquencourt, France
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Combining allocation and scheduling
N. ABDENNADHER, J.C. ANGUE

Laboratoire d'Automatique Industrielle et Humaine. LAIH - UA CNRS 1118
Université de Valenciennes et du Hainaut Combrésis
Le Mont Houy 59326 Valenciennes cedex - France.

Abstract

This paper deals with a heuristic algorithm for Task Allocation Problem
which takes into account the precedence rules between tasks and the
scheduling policy implemented on processors of the target machine (Time
sharing in our case).

This algorithm does not only aim at mapping the tasks into a given
architecture but also at "building" the processor network which suits best the
structure of the parallel program. This construction must meet hardware
constraints such as number of processors, number of links per processor, basic
structure of the network, etc ... The algorithm is evaluated in a concrete case of
parallel algorithm written in OCCAM and executed on Transputer network.

L INTRODUCTION

Recent computer applications require systems which process faster and
faster. The attempts to meet this requirement based on technological
improvements alone have failed because of the limitations of physical laws.
The best way to solve this problem is to share the processing among several
processors : The sequential program is thus transformed into a parallel
program composed of several inter-communicating tasks. However, one of the
most important problems encountered in paraliel programming is that of
allocating tasks to processors so as to achieve minimal execution time. This
problem, known as "Task Allocation Problem" (or Mapping Problem) is NP-
COMPLET : Tts complexity grows exponentially with the size of data. Two types
of algorithms are used to solve the task allocation problem :



- Exact algorithms which lead to an optimal solution (allocation) but
whose complexity is minored by an exponential function.

- Empirical algorithms whose complexity is majored by polynomial
functions, but which do however supply solutions nearing the optimum.

Task allocation has to take into account two opposite criteria :

- Communication costs : Intraprocessor communication costs are quite
trivial against those of interprocessor communications. Thus, minimizing
these costs amounts Lo assigning tasks to a single processor.

- S : To take advantage of the parallelism inherent to the
parallel program, tasks need to be allocated to different processors.

Solulion attempts for the mapping problem can be classified into five
categories : graph theory [1-3), integer 0-1 programming [4-5], branch and
bound methods [6 -7], heuristic approaches [8-10] and simulated annealing
approaches [11-12].

In this paper, we propose a heuristic algorithm for task allocation
problem which takes into account the precedence rules between tasks and the
local scheduling policy implemented on each processor : this is necessary to
give a realistic definiticn of the processor load. This algorithm does not only
aim at mapping the tasks into a given architecture but also at "building" the
processer netwoerk which will perform the application. This censtruction must
meet, hardware constraints such as number of processors, number of links per
processor ... ete. This algorithm is used to map parallel programs written in
OCCAM and implemented on Transputer neiworks.

This paper is organised as follows: section II presents a heuristic
algorithm for task allocation problem. Section JII gives experimental resulis.
Finally, section V offers conclusions as well as directions for future research.

IL HEURISTIC ALGORITHM FOR TASK ALLOCATION PROBLEM

The parallel program is represented by a data flow oriented graph
Gt = (T, At) where nodes are tasks (T) and links are data flows between
tasks (At) (Fig. 1). (T, T;) belongs to At means that Tj sends data to Tj:Tiis
an immediate predecessor of Tj. A task is a sequential program which
integrates communication routines - sending and receiving messages. Two

virtual tasks, corresponding to the start and the end of the parallel program,
are added to the graph : Start and End.



Fig. 1 : data flow graph.

The proposed algorithm aims at searching the allocation (of tasks {713j)
among processors {P;!) which minimizes the execution time of the parallel
program, in other words the ending date (EDengd) of the task ¥nd. This
algorithm is composed of three phases :

1- The first one, called greedy phase, consists in distributing the tasks
among processors. During this phase material constraints such as the
number of links or the initial structure of the network are not taken into
account. This phase has two goals :

a) to assign each task to a processor,

b) to build an "ideal" network which may not be achieved. This network is

made of the set of processors P, linked by connections (calied virtual links),
which support inter-tasks communication channels

2- The second phase, called multiplexing phase, consists in changing the
ideal processor network defined in the first phase into an effective network
which meets the material constraints. This aims at multiplexing virtual links
on one or more physical links. Multiplexing should minimize idle times due to
the use of the same physical link by several channels of communication. When
the waiting time increases, it is sometimes better to use a longer path
including many physical links : this is the "routing".

3 -The third phase, called routing phase aims at defining the optimum
path for each virtual link not assigned to a physical link during the second
phase.

IL1. Greedy phase

The greedy phase searches for an optimal partitioning of the program into
p groups (p is the number of processors). We suppose thati the processor
network is completely connected. The optimal partitioning is that which
minimizes the execution time of the whole program ; that is to say the ending
date (ERQend) of the last task End. To process this date, it is necessary to
compute the starting date (SD;) and the ending date (ED;) of all tasks :



SDj

Max (EDj + ¢ji)
Tj € PRED;

EDi = SDj + wiq + aig- _
Where SD;j (resp. EDj) is the start (resp. ending) date of the tasks Tj.

wiq is the execution cost, expressed in time, of the task Tj when it is
executed by the processeor Pq. cij is the communication cost, expressed in
time, between Tj and Tj. ajq is the idle time of task Tj (on processor Pq) due to
the execution of several tasks on processor Pq.

ajq depends on two factors :
- the temporal allocation of the tasks assigned to processor Pq.
- the scheduling policy implemented on each processor.

At each iteration, the algorithm tries to assign one task Ti, whose

predecessors have already been mapped, to a processor Pq belonging to P. The
ending date of the latest task already mapped (ENDDgq) is calcuiated according
to the new allocation. The algorithm holds the processor Pely which
minimizes ENDDyg :

ENDDelu

= Min ENDDq
k’q eP
ENDDq = Max EDj
Tj alreacy assigned
or Tj =Ty

The number of processors is not necessarily known from the beginning.
Thus, the definition of the ideal architecture of the processor network and the
number of processors p are both needed from the start. The set of processors P
is assumed to be emply at the initialisation. At each iteration, a new processor
Pp is added to . The algorithm tries to assign a Task Tji, whose predecessors
have already been mapped, to one of the processors belonging to P. The
maximum ending date of the already assigned tasks (ENDDg) is calculated
according to the new allocation. The algorithm keeps the processor Pely which
minimizes ENDD.

Two situaticns ray arise :
1 -Pelu is equal to Pp : this means that the new processor Pp has

contritbuted to a faster execution of the parallel program. Pp is kept in P anc the
number of processors, p, is incremented by 1.




2 -Pely differs from Pp. Adding a new processor Pp does not produce any
improvement in the execution time of the paralle! program. Pp is thus removed

from P.

The multi-tasking phenomena involves waiting times due to the share of
the processor among several tasks. These idle times depend on both the
temporal allocation of the tasks and the scheduling policy implemented on
each processor. In this paper, we assume that this policy is a Time Sharing
one which consists in sharing processor time between all the tasks assigned to
a given processor. During its execution, the task can have one of the following
three states :

1) waiting state : the task is waiting for data from its predecessors.

2) processing state : the task is processing the data (received from its
predecessors) in a specific way. The task is said to be ready.

3) sending state : the taks is sending the results to its successors.

At each task Ti which is ready, correpond two variables which represent
its descriptive :

- ajq : the idle time of Tj (counted when Tj goes from a waiting state to the
processing one) due to the execution of several tasks on a same processor,

- exeCiq : the "performed part” of the task Tj (expressed in time) : execiq <
qu &

To process the idle time ajq of all tasks belonging to Tq (Tq being the set of
tasks assigned to Pq), it is important to process intervals during which the
number of "ready” tasks is constant (Fig. 2). These intervals are bound by two
events (eh and eh4+1) which represent the starting and/or the ending date of one
or several tasks.

1
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Fig. 2 : Temporal allocation of tasks

Events eh are however difficult to process as they mainly depend on the
idle times ajq.

If eh is assumed to be known, two situations may occur :



