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Preface

It is our pleasure to present in this volume the proceedings of the 7th Interna-
tional Workshop on Information Hiding (IH 2005), held in Barcelona, Catalonia,
Spain, during June 6-8, 2005. The workshop was organized by the Department
of Computer Science and Multimedia, Universitat Oberta de Catalunya (UOC).

Continuing the tradition of previous workshops, we sought a balanced pro-
gram, containing talks on various aspects of data hiding, anonymous communi-
cation, steganalysis, and watermarking. Although the protection of digital intel-
lectual property has up to now motivated most of our research, there are many
other upcoming fields of application. We were delighted to see that this year’s
workshop presented numerous new and unconventional approaches to informa-
tion hiding.

The selection of the program was a very challenging task. In total, we re-
ceived 90 submissions from 21 countries. At this point we want to thank all
authors who submitted their latest work to IH 2005—and thus assured that the
Information Hiding Workshop continues to be the top forum of our community.
Each submission was refereed by three reviewers. Due to the space limitations of
a single-track workshop, we could only accept 28 papers, keeping the high qual-
ity of previous workshops. We would like to thank all members of the Program
Committee and all external reviewers for the enormous efforts they put into the
review process. In addition to the regular presentations, an invited lecture en-
titled “On Joint Coding for Watermarking and Encryption” was given by Neri
Merhav. Furthermore, to open the floor to additional ideas, we arranged a rump
session.

Finally, we want to thank the Organizing Committee for handling all local
organizational issues and the European Office of Aerospace Research and Devel-
opment for their financial support.

We hope that you will enjoy reading these proceedings and that they will
inspire your own research in the area of information hiding.

July 2005 Mauro Barni
Jordi Herrera Joancomarti

Stefan Katzenbeisser

Fernando Pérez-Gonzalez
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On Joint Coding for Watermarking
and Encryption

Neri Merhav

Department of Electrical Engineering,
Technion — Israel Instistute of Technology,
Technion City, Haifa 32000, Israel
merhav@ee.technion.ac.il

Abstract. In continuation to earlier works where the problem of joint
information embedding and lossless compression (of the composite sig-
nal) was studied in the absence [6] and in the presence [7] of attacks,
here we consider the additional ingredient of protecting the secrecy of
the watermark against an unauthorized party, which has no access to
a secret key shared by the legitimate parties. In other words, we study
the problem of joint coding for three objectives: information embedding,
compression, and encryption. Our main result is a coding theorem that
provides a single-letter characterization of the best achievable tradeoffs
among the following parameters: the distortion between the composite
signal and the covertext, the distortion in reconstructing the watermark
by the legitimate receiver, the compressibility of the composite signal
(with and without the key), and the equivocation of the watermark,
as well as its reconstructed version, given the composite signal. In the
attack—free case, if the key is independent of the covertext, this cod-
ing theorem gives rise to a threefold separation principle that tells that
asymptotically, for long block codes, no optimality is lost by first ap-
plying a rate—distortion code to the watermark source, then encrypting
the compressed codeword, and finally, embedding it into the covertext
using the embedding scheme of [6]. In the more general case, however,
this separation principle is no longer valid, as the key plays an additional
role of side information used by the embedding unit.

1 Introduction

It is common to say that encryption and watermarking (or information hiding)
are related but they are substantially different in the sense that in the former, the
goal is to protect the secrecy of the contents of information, whereas in the latter,
it is the very ezistence of this information that is to be kept secret. In the last
few years, however, we are witnessing increasing efforts around the combination
of encryption and watermarking (WM), which is motivated by the desire to
further enhance the security of sensitive information that is being hidden in
the host signal. This is to guarantee that even if the watermark is somehow
detected by a hostile party, its contents still remain secure due to the encryption.
This combination of WM and encryption can be seen both in recently reported
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research work (see, e.g., [1],[2],[4],[5],]9],[11] and references therein) and in actual
technologies used in commercial products with a copyright protection framework,
such as the CD and the DVD.

This paper is devoted to the information—theoretic aspects of joint WM and
encryption together with lossless compression of the composite signal that con-
tains the encrypted watermark. Specifically, we extend the framework studied
in [6] and [7] of joint WM and compression, so as to include encryption using a
secret key. Before we describe the setting concretely, we pause then to give some
more detailed background on the work reported in [6] and [7].

In [6], the following problem was studied: Given a covertext source vec-
tor X™ = (Xi,...,Xp), generated by a discrete memoryless source (DMS),
and a message m, uniformly distributed in {1,2,...,2"%} independently of
X"™, with R, designating the embedding rate, we wish to generate a compos-
ite (stegotext) vector Y™ = (Y3,...,Y,) that satisfies the following require-
ments: (i) Similarity to the covertext, in the sense that a distortion constraint,
Ed(X™Y™) = Y 1, Ed(X:,Y;) < nD, holds, (ii) compressibility, in the sense
that the normalized entropy, H(Y™)/n, does not exceed some threshold R., and
(iii) reliability in decoding the message m from Y™, in the sense that the decoding
error probability is arbitrarily small for large n. A single-letter characterization
of the best achievable tradeoffs among R, R, and D was given in [6], and was
shown to be achievable by an extension of the ordinary lossy source coding theo-
rem, giving rise to the existence of 2"Re disjoint rate-distortion codebooks (one
per each possible watermark message) as long as R, does not exceed a certain
fundamental limit. In [7], this setup was extended to include a given memoryless
attack channel, P(Z™|Y™), where item (iii) above was redefined such that the
decoding was based on Z™ rather than on Y™. This extension required a com-
pletely different approach, which was in the spirit of the Gel’fand-Pinsker coding
theorem for a channel with non—causal side information (SI) at the transmitter
[3]. The role of SI, in this case, was played by the covertext.

In this paper, we extend the settings of [6] and [7] to include encryption. For
the sake of clarity, we do that in several steps. First, we extend the attack—free
setting of [6]: In addition to including encryption, we also extend the model
of the watermark message source to be an arbitrary DMS, Uj, Us, ..., indepen-
dent of the covertext, and not necessarily a binary symmetric source (BSS) as
in [6] and [7]. Specifically, we now assume that the encoder has three inputs:
The covertext source vector, X", an independent (watermark) message source
vector UN = (Uy,...,Uy), where N may differ from n if the two sources oper-
ate in different rates, and a secret key (shared also with the legitimate decoder)
K™ = (K,...,Kpy), which, for mathematical convenience, is assumed to operate
at the same rate as the covertext. It is assumed, at this stage, that K™ is in-
dependent of U" and X™. Now, in addition to requirements (i)-(iii), we impose
a requirement on the equivocation of the message source relative to an eaves-
dropper that has access to Y™, but not to K™. Specifically, we would like the
normalized conditional entropy, H(UN|Y™)/N, to exceed a prescribed thresh-
old, h (e.g., h = H(U) for perfect secrecy). Our first result is a coding theorem
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that gives a set of necessary and sufficient conditions, in terms of single-letter
inequalities, such that a triple (D, R,, h) is achievable, while maintaining reliable
reconstruction of U at the legitimate receiver.

In the second step, we relax the requirement of perfect (or almost perfect)
watermark reconstruction, and assume that we are willing to tolerate a certain
distortion between the watermark message U N and its reconstructed version
UV, that is, Ed'(UN,0N) = "N | Ed'(U;,U;) < ND'. For example, if d’ is
the Hamming distortion measure then D’, of course, designates the maximum
allowable bit error probability (as opposed to the block error probability require-
ment of [6] and [7]). Also, in this case, it makes sense, in some applications, to
impose a requirement regarding the equivocation of the reconstructed message,
UN, namely, H{UN|Y™)/N > b/, for some prescribed constant h’. The rationale
is that it is UM, not UV, that is actually conveyed to the legitimate receiver.
For the sake of generality, however, we will take into account both equivocation
requirements, with the understanding that if one of them is superfluous, then the
corresponding threshold (h or A’ accordingly) can always be set to zero. Our sec-
ond result then extends the above-mentioned coding theorem to a single-letter
characterization of achievable quintuples (D, D', R, h, h'). As will be seen, this
coding theorem gives rise to a threefold separation theorem, that separates, with-
out asymptotic loss of optimality, between three stages: rate—distortion coding
of UV, encryption of the compressed bitstream, and finally, embedding the re-
sulting encrypted version using the embedding scheme of [6]. The necessary and
sufficient conditions related to the encryption are completely decoupled from
those of the embedding and the stegotext compression.

In the third and last step, we drop the assumption of an attack—free system
and we assume a memoryless attack channel, in analogy to [7]. As it will turn out,
in this case there is an interaction between the encryption and the embedding,
even if the key is still assumed independent of the covertext. In particular, it will
be interesting to see that the key, in addition to its original role in encryption,
serves as SI that is available to both encoder and decoder. Also, because of
the dependence between the key and the composite signal, and the fact that
the key is available to the legitimate decoder as well, it may make sense, at
least in some applications, to let the compressibility constraint correspond to
the the conditional entropy of Y™ given K™. Again, for the sake of generality,
we will consider both the conditional and the unconditional entropies of Y™, i.e.,
H(Y"™)/n < R, and H(Y"|K™)/n < R...

Our final result then is a coding theorem that provides a single-letter char-
acterization of the region of achievable six-tuples (D, D', R, R.., h, h’). Inter-
estingly, this characterization remains essentially unaltered even if there is de-
pendence between the key and the covertext, which is a reasonable thing to
have once the key and the stegotext interact anyhow.! In this context, the sys-
tem designer confronts an interesting dilemma regarding the desirable degree
of statistical dependence between the key and the covertext, which affects the

! In fact, the choice of the conditional distribution P(K™|X ™) is a degree of freedom
that can be optimized subject to the given randomness resources.
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dependence between the key and the stegotext. On the one hand, strong depen-
dence can reduce the entropy of Y™ given K™ (and thereby reduce R.), and can
also help in the embedding process: For example, the extreme case of K™ = X"
(which corresponds to private WM since the decoder actually has access to the
covertext) is particularly interesting because in this case, for the encryption key,
there is no need for any external resources of randomness, in addition to the
randomness of the covertext that is already available. On the other hand, when
there is strong dependence between K™ and Y™, the secrecy of the watermark
might be sacrificed since H(K™|Y™) decreases as well. An interesting point, in
this context, is that the Slepian—Wolf encoder [10] is used to generate, from K™,
random bits that are essentially independent of Y™ (as Y™ is generated only
after the encryption).

2 Results

We begin by establishing some notation conventions. Throughout this paper,
scalar random variables (RV’s) will be denoted by capital letters, their sample
values will be denoted by the respective lower case letters, and their alphabets
will be denoted by the respective calligraphic letters. A similar convention will
apply to random vectors and their sample values, which will be denoted with
same symbols superscripted by the dimension. Thus, for example, A¢ (£ — positive
integer) will denote a random f-vector (Ai,...,As), and af = (ai,...,a¢) is a
specific vector value in A¢, the ¢-th Cartesian power of A. Sources and channels
will be denoted generically by the letter P, or @, subscripted by the name of the
RV and its conditioning, if applicable, e.g., Py(u) is the probability function of U
at the point U = u, Pg|x (k|z) is the conditional probability of K = k given X =
z, and so on. Whenever clear from the context, these subscripts will be omitted.
Information theoretic quantities like entropies and mutual informations will be
denoted following the usual conventions of the Information Theory literature,
e.g., HUV), I(X™;Y™), and so on. For single-letter information quantities (i.e.,
when n =1 or N = 1), subscripts will be omitted, e.g., H(U!) = H(U;) will be
denoted by H(U), similarly, I(X!; Y!) = I(X;;Y;) will be denoted by I(X;Y),
and so on.

We now turn to the formal description of the problem setting for step 1,
as described in the Introduction. A source Px, henceforth referred to as the
covertext source generates a sequence of independent copies, {X;}2_ ., of a
finite—alphabet RV, X € X. At the same time and independently, another source
Py, henceforth referred to as the message source generates a sequence of inde-
pendent copies, {U;}52_ ., of a finite-alphabet RV, U € U. The relative rate
between the message source and the covertext source is A message symbols per
covertext symbol. This means that while the covertext source generates a block
of n symbols, say, X™ = (Xj,...,X,), the message source generates a block
of N = An symbols, UN = (Uj,...,Uy). In addition to the covertext source
and the message source, yet another source, Pk, henceforth referred to as the
key source, generates a sequence of independent copies, {K:}$2_ ., of a finite-



