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Preface

This book is based on publications from the ISCA Tutorial and Research
Workshop on Multi-Modal Dialogue in Mobile Environments held at Kloster
Irsee, Germany, in 2002. The workshop covered various aspects of develop-
ment and evaluation of spoken multimodal dialogue systems and components
with particular emphasis on mobile environments, and discussed the state-of-
the-art within this area. On the development side the major aspects addressed
include speech recognition, dialogue management, multimodal output genera-
tion, system architectures, full applications, and user interface issues. On the
evaluation side primarily usability evaluation was addressed. A number of high
quality papers from the workshop were selected to form the basis of this book.

The volume is divided into three major parts which group together the over-
all aspects covered by the workshop. The selected papers have all been ex-
tended, reviewed and improved after the workshop to form the backbone of
the book. In addition, we have supplemented each of the three parts by an
invited contribution intended to serve as an overview chapter.

Part one of the volume covers issues in multimodal spoken dialogue systems
and components. The overview chapter surveys multimodal dialogue systems
and links up to the other chapters in part one. These chapters discuss aspects
of speech recognition, dialogue management and multimodal output genera-
tion. Part two covers system architecture and example implementations. The
overview chapter provides a survey of architecture and standardisation issues
while the remainder of this part discusses architectural issues mostly based on
fully implemented, practical applications. Part three concerns evaluation and
usability. The human factors aspect is a very important one both from a devel-
opment point of view and when it comes to evaluation. The overview chapter
presents the state-of-the-art in evaluation and usability and also outlines novel
challenges in the area. The other chapters in this part illustrate and discuss
various approaches to evaluation and usability in concrete applications or ex-
periments that often require one or more novel challenges to be addressed.

We are convinced that computer scientists, engineers, and others who work
in the area of spoken multimodal dialogue systems, no matter if in academia
or in industry, may find the volume interesting and useful to their own work.

Xi
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Graduate students and PhD students specialising in spoken multimodal dia-
logue systems more generally, or focusing on issues in such systems in mobile
environments in particular, may also use this book to get a concrete idea of
how far research is today in the area and of some of the major issues to con-
sider when developing spoken multimodal dialogue systems in practice.

We would like to express our sincere gratitude to all those who helped us
in preparing this book. Especially we would like to thank all reviewers who
through their valuable comments and criticism helped improve the quality of
the individual chapters as well as the entire book. A special thank is also due
to people at the Department of Information and Technology in Ulm and at
NISLab in Odense.

Wolfgang MINKER
Dirk BUHLER

Laila DYBKJZER
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Introduction

Spoken multimodal human-computer interfaces constitute an emerging
topic of interest not only to academia but also to industry. The ongoing migra-
tion of computing and information access from the desktop and telephone to
mobile computing devices such as Personal Digital Assistants (PDAs), tablet
PCs, and next generation mobile phones poses critical challenges for natu-
ral human-computer interaction. Spoken dialogue is a key factor in ensuring
natural and user-friendly interaction with such devices which are meant for
everybody. Speech is well-known to all of us and supports hands-free and
eyes-free interaction, which is crucial, e.g. in cars where driver distraction by
manually operated devices may be a significant problem. Being a key issue,
non-intrusive and user-friendly human-computer interaction in mobile envi-
ronments is discussed by several chapters in this book.

Many and increasingly sophisticated over-the-phone spoken dialogue sys-
tems providing various kinds of information are already commercially avail-
able. On the research side interest is progressively turning to the integration
of spoken dialogue with other modalities such as gesture input and graphics
output. This process is ongoing both regarding applications running on sta-
tionary computers and those meant for mobile devices. The latter is witnessed
by many of the included chapters.

In mobile environments where the situation and context of use is likely to
vary, speech-only interaction may sometimes be the optimal solution while in
other situations the possibility of using other modalities possibly in combina-
tion with speech, such as graphics output and gesture input, may be preferable.

Users who interact with multimodal devices may benefit from the avail-
ability of different modalities in several ways. For instance, modalities may
supplement each other and compensate for each others’ weaknesses, a cer-
tain modality may be inappropriate in some situations but the device and its
applications can then still be used via another modality, and users’ different
preferences as to which modalities they use can be accommodated by offering
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different modalities for interaction. Issues like these are also discussed in sev-
eral of the included chapters in particular in those dealing with usability and
evaluation issues.

We have found it appropriate to divide the book into three parts each being
introduced by an overview chapter. Each chapter in a part has a main emphasis
on issues within the area covered by that part. Part one covers issues in mul-
timodal spoken dialogue systems and components, part two concerns system
architecture and example implementations, and part three addresses evaluation
and usability. The division is not a sharp one, however. Several chapters in-
clude a discussion of issues that would make them fit almost equally well under
another part. In the remainder of this introduction, we provide an overview of
the three parts of the book and their respective chapters.

Issues in Multimodal Dialogue Systems and Components.
The first part of the book provides an overview of multimodal dialogue systems
and discusses aspects of speech recognition, dialogue management including
domain reasoning and inference, and multimodal output generation. By a mul-
timodal dialogue system we understand a system where the user may use more
than one modality for input representation and/or the system may use more
than one modality for output representation, e.g. input speech and gesture or
output speech and graphics.

In his overview chapter Rudnicky discusses multimodal dialogue systems
and gives a bird’s-eye view of the other chapters in this part. He discerns a
number of issues that represent challenges across individual systems and thus
are important points on the agenda of today’s research in multimodal dialogue
systems. These issues include the detection of intentional user input, the ap-
propriate use of interaction modalities, the management of dialogue history
and context, the incorporation of intelligence into the system in the form of
domain reasoning, and finally, the problem of appropriate output planning.

On the input side speech recognition represents a key technique for inter-
action, not least in ubiquitous and wearable computing environments. For the
use of speech recognition to be successful in such environments, interaction
must be smooth, unobtrusive, and effortless to the user. Among other things
this requires robust recognition also when the user is in a noisy environment.

Two chapters in this part deal with the robustness issue of speech recognition
systems. Furui provides an overview of the state-of-the-art in speech recogni-
tion. Moreover, he addresses two major application areas of speech recognition
technology. One application area is that of dialogue systems. The user speaks
to a system e.g. to access information. A second major area using speech
technology is that of systems for transcription, understanding, and summari-
sation of speech documents, e.g. meeting minute transcription systems. Furui
discusses the very important issue of how to enhance the robustness of speech



