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PREFACE

In the design of management information and control systems,
a good deal of attention is devoted to what are called periphe-
rals — facilities external to the central processor (or computer),
whose purpose is to gather, reduce and convey data from source
to sink. Peripherals go a long way towards making a success
two-way communication between man and machine in systems
like MIS’s. This is why so much emphasis is placed in this text on
these devices that link together man and computer. Through these
devices, man can collect and enter any source data and programs,
retrieve results, and address the central processor.

In the general case, a MIS may utilize data on the progress of
a production process from automatic transducers. If the trans-
ducers generate analog signals, that is, signals continuously vary-
ing with time, the need arises to convert these signals to numbers
before data can be entered in the central processor. In turn, in
order that the numbers generated by the computer can be utilized
to run the process, they should first be converted back to appro-
priate analog signals. These two aspects are dealt with in the last
two chapters.

Where users are remote from the central processor of a MIS,
resort is made to data communication over various communication
channels. The physical channels are not discussed in the book, but
ample attention is given to the information aspects of data com-
munication.

The book is largely based on the lectures the author read at the
Baumann Higher Technical School in Moscow.
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CHAPTER 1

INFORMATION AND ITS MEASURE

1.1. PRESENTATION OF INFORMATION

Information may be defined as any data about an event or an
object. The concept of information, as it is understood in cyber-
netics, is akin to that of reflection dealt with in dialectic mate-
rialism. The property of reflection is to be found not only in
objects but also in processes; in the latter case it manifests itself
as a definite relation, or correspondence, between the states of
interacting objects. While philosophers are mainly concerned with
qualitative differences between forms of reflection, cyberneticists
concentrate on a quantitative treatment.

Whether one deals with correspondence between sensation and
reality or between the indication of a voltmeter and the voltage
across its terminals, the situations are similar because the former
object is reflected, or mapped, into the latter, that is, the latter
contains some information about the former. On this basis, we
may say that information is a mapping of a state of one object
into a state of another, provided there is a correspondence between
their states. States of an object may be mapped into those of se-
veral objects (with a varying degree of accuracy).

It is convenient to use the term message for the form in
which the information is presented to a communication system.
Whatever the contents of a message, it is always conveyed
through the system in a form (electrical, aural, light, etc.) called
a signal.

A signal is always formed when a message is to be conveyed
from a sender (source) to a recipient (sink) which are, in the
general case, separated in space and time. Therefore, a signal may
be defined as a means of conveying information in space and
time. However this definition of the signal is purely functional
and does not describe it as an object of investigation.

From an analysis of any situation involving the use of signals,
we may readily conclude that, although signals are always related
to a material object, most of the specific qualities of that object
are of minor significance. For example, in learning the contents
of a printed text it is unimportant what kind of ink or paper has
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been used; differences between texts (signals) are above all re-
cognized from differences in letters, that is, states of the objects.
Therefore, we may say that signais are not the objects themselves,
but their states. A signal is formed by causing the object to change
state. To preserve correspondence between a message and a signal,
that is, to preserve the possibility of extracting the original mes-
sage from the signal received, the latter should be formed accord-
ing to definite rules. Such a transformation is called coding, and
the related rules are called a code.

Leaving out the physical aspects of a signal, we may note that
in the transmission of information from source to sink, a number
of tasks has to be tackled in order to make information more con-
venient to process and convey. This point can best be understood
from the following example.

Let a source generate messages as code combinations (words)
made up of characters (letters and/or numerals) out of an alpha-
bet X having a total of / characters. Each message may be thought
of as being a selection a out of an alphabet A. It may be repre-
sented by a selection of characters, x, out of the alphabet X. This
decomposition of messages into elementary units greatly simpli-
fies the transformation of a message into a signal. Instead of
using a long dictionary (an infinite one in the general case) in
order to establish correspondence between all selections out of the
alphabet A and signals, it will suffice to set up unique correspon-
dence between signals and a limited number x of elementary units
out of the alphabet X. Obviously, the number of signals needed to
represent such elementary units will be determined by the number !
of characters in the alphabet.

Thus, each selection a out of the alphabet A may be represented
as a sequence, @ = (X, Xy, ..., X,), where n is the word length.

To transmit a message a represented by a string of elementary
units x;, signals z;(¢) should be sent into the communication chan-
nel consecutively.

In practice, the number of characters, /, in the alphabet X may
be fairly great (decimal notation uses ten numerals, Russian al-
phabet has 32 characters, etc.). That is why resort is made to a
further transformation, called coding. By coding, the alphabet X
having [ characters is replaced by ancther alphabet, Y, having m
characters (where m <C [). This coding assigns to each elementary
unit, or character, x, a certain series of symbols, y.

In the wider sense, coding has to do with the transformation of
a message into a signal. In the narrower sense, this is a process
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by which discrete messages are mapped into a series of agreed
symbols.

The reduction in the number of characters in the alphabet en-
tails a reduction in the number of distinct signals, z;(f), necessary
for their transmission, and also eases the limitation imposed on
the duration of each signal. As a result, transmission is simpler to
organize.

For information to be reliably conveyed in space and time, the
signals used must be immune to spatial and temporal variations.
Qualitatively, this immunity is specified in relation to specific con-
ditions under which the signal is used. In terms of stability, all
signals may be divided into static and dynamic.

Static signals are those which utilize stable states of physical
objects (printed texts, states of flip-flops, states of a register, the
position of a mechanical element, etc.).

Dynamic signals are those which utilize the time-varying states
of physical objects (variations in the electromagnetic field, va-
riations in electric parameters, etc.).

Dynamic signals are mainly used to convey information, and
static signals, to store it. This divisicn of functions is not man-
datory, however, and dynamic signals may well be used to store
information and static signals, to convey it.

As to the structure, signals may be divided into continuous and
discrete in terms of function and argument. A signal is continuous
if all the values it can take form a continuum (examples are con-
tinuously varying electric current, voltage, or mechanical displace-
ment). A signal is discrete if it is limited to a finite (countable)
set of values. Signals may further be classed according to the be-
haviour of the function and its argument.

A continuous function of a continuous argument. At arbitrary
instants of time, the function describing such a signal may take
on any value out of an infinite set of values within a finite interval

F (t)min < F (t) < K (t)max

No limitations are imposed on the behaviour of the function.

Examples are signals generated by pressure, voltage or posi-
tion transducers as continually varying voltages or currents.

A continuous function of a discrete argument. The function
describing such a signal may take on any value out of a continuous
set at predetermined instants of time, 7, = kAf{, where k=
==311 4% IETIE B
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A discrete function of a continuous argument. At any instant
of time, the function describing such a signal may take on any
value, F(t); out of a finite set. Examples are all scale mechanisms
from which data at any instant are read off as numerical values
accurate to within the least scale division, AF.

A discrete function of a discrete argument. The function des-
cribing such a signal may take on any value out of a finite set at
predetermined discrete instant of time, F(A#.); Such signals are
generated by digital computers or clock-controlled digital devices.

Data processing systems usually employ both continuous and
discrete signals and have, therefore, to resort to conversions from
continuous to discrete form and/or back.

1.2. SAMPLING, QUANTIZING AND CODING

In most cases, information about a physical process is generated
by appropriate transducers as signals (variables) which are con-
tinuous functions of time, F(#). Before such a continuous (or ana-

log) signal can be presented to a
£(t) discrete (or digital) communication
system or a digital computer, the
continuous waveform should be con-
verted to a discrete or digital wave-
form. This can be done in analog-
to-digital converters by techniques
known as sampling (or time quan-

t
ﬂ H tization) and quantizing (or ampli-
by ty ¢

F(Ly)

} tude quantization). It is possible to
M’[TTTTT apply sampling and quantizing se-
it parately and together.
Sampling. In this case, a conti-
Fig. 11. Sampling of a signal  nuous function, F(¢), having an in-
finite number of values, is replaced
by a countable number of instantaneous values, or samples, taken
at predetermined intervals (equally or unequally spaced), Af
(Fig. 1.1). Sampling is analogous to amplitude modulation ap-
plied to pulses of an infinitesimal duration.

The sampling rate, f = 1/Af, is selected so as to facilitate the
subsequent reconstruction of the original continuous signal from
its samples taken at instants 7, with sufficient accuracy. Generally,
an arbitrary continuous function, F(f), can be faithfully reproduced
within a finite time interval T, only if samples of this function
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are taken at all points of this interval, that is, if there is an in-
finite number of samples spaced an infinitesimal interval apart.

Reconstruction of a continuous function from a finite number
of samples within a finite time interval T produces an error de-
termined by both the number of samples taken within that interval
(or the sampling rate) and the method of interpolation adopted.
There is, however, a class of functions which can faithfully be re-
constructed from a finite number of samples. This is true, for
example, of bandlimited functions.

The sampling rate for bandlimited functions can be found on the
basis of V. A. Kotelnikov’s sampling theorem * which states: If a
continuous time function F(t) contains no frequencies higher
than f,, it is completely determined by giving its instantaneous
values, F(kAt), at a series of instants spaced At = 1/(2f;) apart.
Here, k=0, 1, 2, ..., n and f, is the highest frequency present.

By this theorem, any function F(f) extending from 0 to f, may
be expanded into a series such that

+ o
. sin wg (t — kAt)
F(t)=) F (kM) T (1.1)

where 0, = 2afs.

It follows from Eq. (1.1) that any bandlimited function F (%)
may be represented by an infinite sum in which each term is ex-
pressed by a function of the form

z=y(sinx)/x

where
y = F (kAY)
and

x = o, (t — kAY)

(Fig. 1.2), and differs from the other terms in amplitude and time
shift (phase). The functions defining sin x/x at sampling instants,
that is, at ¢ = kAf, take on maximum values equal to unity. On
the other hand, the sum, Eq. (1.1), at each kth instant is defined
by only one kth term because all other terms vanish at that in-
stant (Fig. 1.3). Over the interval A¢ the reconstructed function is
defined by all terms.

* Known as Shannon’s sampling theorem in the American literature. — Tr.
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Thus, a bandlimited function F(f) can be completely specified
by giving a finite number of instantaneous values (samples) taken
at equally spaced intervals A¢. On the other hand, if we have the

numerical values of a func-
tion F(ty) at all sampling
points (spaced Af apart), we
can completely reconstruct
the original function by ad-
ding together functions of
the form z =y (sinx)/x.
Kotelnikov’s theorem ap-
plies to a bandlimited func-
tion, F(t), that is, a function
unlimited in time. In prac-
tice, however, one has to deal
with physical processes which
are time-limited, that is, they
have both a beginning and
an end. Therefore, functions
applicable to them are like-
wise time-limited. Time-li-
mited functions cannot be
bandlimited (that is, their
spectral density is non-zero

Fig. 1.2. Plot of the func-
tion sin x/x
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Fig. 1.3. Plots of (a) the function
F(#); (b) of its instantaneous values,

F(tn);

and (c¢), (d), (e) its terms

outside the finite interval), which conflicts with Kotelnikov’s
theorem. The conflict can be resolved, however, by a reasonable
assumption, that is, by defining an effective bandwidth, that is a
frequency range outside which the spectral density falls below
some predetermined value. Then Kotelnikov’s theorem stating
that a function of duration T can be specified by giving a set of
n = 2f,T samples, will hold. However, this does not imply that



