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Abstract

Nowadays, classical conceptual models (such as ER or
UML) are used for designing database applications. These
classical conceptual models usually come with associated
CASE tools assisting the user from the creation of the con-
ceptual schema until the generation of a physical schema
for a relational or an object-relational DBMS. However,
when developing spatial or temporal databases such classi-
cal models are inadequate since they do not consider spatio-
temporal concepts. Although spatial and/or temporal ex-
tensions have been proposed for these models, such ex-
tensions do not cope with the requirements of advanced
geographical applications, in particular, they do not cope
with multiple representations of the same real-world phe-
nomenon. In the context of the European project MurMur
we developed a conceptual model called MADS coping
with spatio-temporal information having multiple represen-
tations. Typical examples of multiple representation arise
with multi-scale or time-varying information. The MADS
model is supported by a set of associated tools allowing
both the definition of the schema and the queries of the
application at a conceptual level. Such conceptual specifi-
cations are then automatically translated into the language
supported by the target GIS and/or DBMS software (e.g.,
SQL schema definitions or queries for an Oracle database).
In this paper we describe a Translator module that allows
to implement conceptual MADS schemas into target plat-
forms. It is composed of a Transformation module that
translates conceptual MADS schemas into a more simple
schema using only concepts supported by the target soft-
ware, and a Wrapper module that generates the data struc-
tures in the language of the GIS and/or DBMS software.

Key Words: Conceptual Modeling, Spatio-Temporal
Databases, Logic Design, Geographic Information Sys-
tems.

1 Introduction

Applications manipulating geodata are difficult to model
due to the particularity and complexity of the spatial and
temporal components. More facets of real-world entities
have to be considered (location, form, size, time valid-
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ity), more links are relevant (spatial and temporal links),
several spatial abstraction levels often need to be repre-
sented. Thus, modeling spatio-temporal databases requires
advanced facilities, such as the following:

e Objects with complex structure (e.g., non-first-normal
form), generalization links, composition/aggregation
links, at least equivalent to those supported by current
object-oriented models. This should achieve full rep-
resentational power in terms of data structures.

e Spatial objects with one or several geometries associ-
ated to different resolutions or user viewpoints;

e Alternative geometry features to support both discrete
and continuous views of space.

e Temporal objects with complex lifecycle that allow
users to create, suspend, reactivate, and eventually
delete objects.

e Timestamped attributes that record their past, present,
and future values.

e Spatio-temporal concepts for describing moving and
deforming objects.

o Explicit relationships to describe structural links as
well as spatial (such as adjacency, inclusion, spatial
aggregation, ...), and synchronization links (such as
before, during, ...). The knowledge of the topolog-
ical links between real-world entities is an essential
requirement for applications.

e Causal relationships describing the causes and effects
of changes that happen in the real world.

The model must also allow defining schemas that are
readable and easy to understand. A key element for achiev-
ing this double objective is the orthogonality of the struc-
tural, temporal, and spatial dimensions of the model (and
more generally of the concepts of the model). Thus, what-
ever the concept of the model (e.g., object, relationship, at-
tribute, aggregation), the spatial and temporal dimensions
may be associated to it.

This work focuses on logical and physical design for
spatio-temporal databases. This is one step of a complete
design methodology for applications coping with spatial
and/or temporal data having multiple representations. The
contribution of this work is two-fold. (1) The presentation
of MADS, a conceptual spatio-temporal model with mul-



tiple representations. The MADS model includes the ad-
vanced modeling facilities described previously. Such fa-
cilities have been derived from a generic analysis of the re-
quirements of typical spatio-temporal applications. (b) The
translation of these concepts into a logical model, called
MADSLog, which is platform independent, and then into
a physical model targeted to specific implementation plat-
forms (DBMSs or GISs).

The remainder of the paper is organized as fol-
lows. Section 2 presents the MADS data model. In Sec-
tion 3, a small set of transformation rules for the multi-
representation, spatial, and temporal dimensions is given.
Section 4 presents the architecture and design of the Trans-
lator tool. Section 5 concludes and points to directions for
future research.

2 The MADS Data Model

MADS is a conceptual spatio-temporal model based on an
extended ER model. MADS stands for Modeling of Appli-
cation Data with Spatio-temporal features. In [2] the au-
thors analyze different spatio-temporal data models along
the axes of expressiveness, simplicity and comprehensive-
ness, formalism, and user friendless, making the conclu-
sion that none of the existing models satisfied all the crite-
ria.

MADS includes a set of predefined spatial and tempo-
ral Abstract Data Types (ADTs) that are used for describing
the spatial and temporal characteristics of schemas. Sim-
ilarly, MADS provides a set of ADTs supporting multi-
representation features. In MADS the structural, spatial,
temporal, and multi-representation modelling dimensions
are orthogonal, meaning that spatial, temporal and multi-
representation features can be freely added to any construct
of the schema (object and relationship types, aggregation
links, attributes, . . .).

2.1 Spatial and Temporal Dimensions

The concept of spatiality covers the notions of shape and
location. Shape describes the geometric form associated
with the representation, generally a point, a line or an area.
The location allows to situate this form in space. To de-
scribe the spatiality of real-world phenomena represented
in the database, MADS provides several Spatial Abstract
Data Types (SADTs) [4] organized in a generalization hier-
archy [3]: generic (Geo), simple (Point, Line, Simple Area,
Oriented Line), and complex types (Point Set, Line Set.
Complex Area, Oriented Line Set). The generic type Geo
means only “this type is spatial”. The definition of the pre-
cise type of each occurrence will be done at the time of its
creation. Each spatial type has an associated set of methods
to define and handle the instances of this type.

MADS also enables to describe continuous fields with
the concept of space-varying attribute, i.e., attributes whose
values are defined by a function having as domain the set

of points of any non-punctual spatial extent, i.e., any SADT
value but a unique point. Spatial phenomena described by
space-varying attributes can be continuous (like elevation
or temperature), stepwise (like the type of crop in a culti-
vated area), or discrete (like mines in a minefield). Each
type of function defines the kind of interpolation, if any,
that can be done to compute the value(s) of the attribute.

Temporality associated to object or relationship types
concerns the existence of instances in their type. Thus,
temporality describes their lifecycle: objects are created,
can be temporarily suspended, then reactivated, and finally
removed. The lifecycle is described by a particular time-
varying attribute, Status, which can take one of the four val-
ues: not-yet-existing, active, suspended, or disabled.
An attribute is said to be time-varying if its values change
over time, while keeping track of the changes. Like space-
varying attributes, time-varying attributes are defined as a
function of the time to the value domain. Keeping track
of rainfall values in a given area over time is an example
of information varying simultaneously in both space and
time. The different values of the attribute over time are
conserved, and each value is associated with a temporal el-
ement that describes its validity as seen by the application
(valid time) or known to the database (transaction time).
This temporal element is described by using one of the
Temporal Abstract Data Types (TADTs) in MADS, which
are also organized in a hierarchy.

2.2 Multiple Representations

There is no natural unique way to look at some phe-
nomenon and there is no natural unique way to represent
it. Usually, the same database must serve many different
purposes, each of them requiring different data or the same
data but with different representations. The multiple rep-
resentation facilities supported by the MADS data model,
rely on a simple idea [8]: the possibility to stamp any ele-
ment of a schema with a representation stamp (or r-stamp)
that identifies for which scale, time frame, viewpoint, etc.
the element is valid. Object types, relationship types, meth-
ods, attributes (including geometry and lifecycle) can be
r-stamped and therefore have different representations.

Representations may vary according to different cri-
teria. In the MurMur project, we focused on two criteria.
The first, viewpoint, is the materialization of user’s needs.
For example different user profiles see different informa-
tion in the database. The second, resolution that specifies
the level of detail of a representation. However, any other
criteria can be used for defining the representations. Stamp-
ing may apply on data, whether it is object and relationship
instances, or attribute values, and on meta-data, whether
object and relationship type definitions or attribute defini-
tions. Stamping allows users to personalize object and rela-
tionship types by changing their attribute composition ac-
cording to their stamps, and to keep several values for the
same attribute.



2.3 Constrained Relationships

MADS constrained relationship types are relationship
types that convey spatial and temporal constraints on the
objects they link. MADS includes topological and syn-
chronization relationships as built-in constrained relation-
ship types. For example, a topological relationship type
Inside may be defined to link object types Station and
River, expressing that the geometry of a Station is within
the geometry of the related River. There are at least three
constrained types for spatial relationship: topological, ori-
entation, and metric. Each type defines a spatial constraint
between the geometry of the objects linked. The MADS
model proposes a range of predefined topological relation-
ships, such as disjunction, adjacency, intersection, Cross,
inside, and equal.

Synchronization relationships allow specifying con-
straints on the lifecycles of the participating objects. They
convey useful information even if the related objects are
not timestamped. They allow in particular to express con-
straints on schedules of processes. For the semantics of the
definition of synchronization relationships, MADS uses the
predefined operators proposed by Allen [1], namely: be-
fore, equals, meets, overlaps, during, starts, and finishes.

We illustrate the concepts explained in the previous
paragraphs with the example shown in Figure 1. It shows

WaterBody & Station .
el.e3 1 1"1 ~1[|stationNo : (1:1)
name : (1:1) " measure : (1:1) : f (@)

otherNames : (0:n)
pollution : (1:1)

disjoint
Lake [) River 4% n
faunaType : (1:1) riverNo : (1:1) .

floraType : (1:1) flowRate : (1:1) : f(el.e3)
TN manager : (1:1): el
depth : (1:1): f (&) 2 :(ﬁ:n):c3

Figure 1. An example of a MADS schema.

a MADS schema for a river monitoring application. In
MADS schemas, the spatial, temporal, and representation
characteristics are visually represented by icons. We refer
to [8] for the complete list of the spatial and temporal types
available in MADS.

Temporal and spatial icons are embedded into object
or relationship types. The temporal icon (symbolizing a
clock) on the left-hand side of the object/relationship type
expresses that the lifecycle information is to be kept. Spa-
tial icons are shown on the right-hand side. The example
schema shows the object types River and Lake that are
subtypes of WaterBody. The Station type keeps water
quality information about the rivers. The stations may not
operate continuously: their lifecycle information allows to
records periods of operation. Each station provides several
measures, whose validity period is recorded. Each lake

records space-varying information of depth. The Water-
Body object type has two representations €1 and €3. The
manager attribute has two definitions, one for €1 and an-
other for €3. Both definitions of manager have the same
domain but have different cardinalities. One value is kept
for the stamp e1 and several values for stamp 3.

3 Transformation Rules

MADS is a spatio-temporal data model explicitly obeying
the orthogonality principle in adding space, time, and mul-
tiple representation features to data structures. Therefore,
the transformations of an element of the schema (for exam-
ple a spatio-temporal object type) according to each mod-
eling dimension are independent of the characteristics of
the element on other dimensions. Thus, the transformation
rules could be defined for each dimension, independently
of the others.

The following paragraphs present some translation
rules for each modeling dimension. As the rules for trans-
lating the structural dimension are well known (e.g., [5]),
we do not discuss them in this paper.

3.1 Rules for Multiple Representation
Transformations

In a database with multiple representations, each element
of the schema (object type, relationship type, attribute, and
method) has an r-stamp defining its visibility. This r-stamp
is defined either explicitly by the designer of the database,
or implicitly as being the same as that of the element to
which it belongs (e.g., an object type belongs to its schema,
a component attribute belongs to its composite attribute).

There is a set of rules for transforming multiple rep-
resentations. We restrict in this paper to one example of
transformation, the rest of these rules are given in [3].

The purpose of this rule is to transform an attribute
or method having several definitions (each one associated
with an r-stamp) into several attributes (one attribute by
definition). Indeed, target systems (e.g., Oracle 9i, Arc
View, etc.) do not allow neither a type having two attributes
or methods of the same name, nor an attribute or a method
having two definitions. Figure 2 shows the application of
this transformation on the manager attribute that has two
definitions in the initial schema: monovalued for the stamp
e1, multivalued for the stamp e3.

River vy River Sy

riverNo : (1:1)
flowRate: (1:1) : f(el.e3)

riverNo : (1:1)
flowRate : (1:1) : f(el.e3)

manager : (1:1) : el = |managerl : (1:1): el
:(l:n):e3 manager2 : (1:n) : e3
r-stamps : (1:n) : el.e3

r-stamps : (1:n) : el.e3

Figure 2. Transformation of manager attribute.



3.2 Rules for Spatial Transformations

MADS enables the designer to attach spatiality both to ob-
Ject or relationship types and to attributes. As already said,
MADS provides a set of Spatial Abstract Data Types, orga-
nized in a generalization hierarchy.

3.2.1 Spatial Types

An spatial object or relationship type represents phenom-
ena whose spatial reference is relevant for the application.
For the target systems that do not have the concept of spa-
tial type, but have spatial attributes, such as Oracle 91, a
spatial type is transformed by creating a monovalued spa-
tial attribute, called geometry, having the same spatiality
as the initial object type (see Figure 3).

3.2.2 Space-Varying Attributes

Although many geographical applications use space mainly
in a discrete way, there is often a need to describe continu-
ous fields, such as elevation or land use. A continuous field
may be perceived in two different ways. The usual view
is that it describes the values of a variable over the whole
space. This is the approach chosen by [6, 7] and by all GISs
offering a continuous view of the space (raster GIS). An-
other view is that a continuous field describes the values of
an attribute over the geometry of an object type. This is the
approach chosen in MADS, both for spatial objects and for
spatial attributes with non-zero dimension. Space-varying
attributes are represented using the function icon f(). There
are three types of functions as mentioned in Section 2.1. In
this rule, the function used is continuous.

Lake m [ Lake
faunaType : (1:1) faunaType : (1:1)
floraType : (1:1) floraType : (1:1)

depth : (1:1) : f(&) depth : (1:m) :
point: (1:1): »
value : (1:1)

geometry : (1:1): &

Figure 3. Transformation of spatial object type Lake and
the space-varying attribute depth.

For systems that do not support the concept of space-
varying attribute, the transformation consists in replacing
the attribute by a multivalued complex attribute composed
of a spatial element and a value. Figure 3 shows this trans-
formation for the space-varying attribute depth, composed
of a point and the value of the attribute at that point.

3.3 Rules for Temporal Transformations

MADS allows to associate temporality to any concept of
the model (object type, relationship type, and attribute).

Temporality expresses the lifecycle of object or relation-
ship types, and the validity of values for time-varying at-
tributes.

3.3.1 Lifecycle of Temporal Types

In MADS, a temporal object (or relationship) type keeps
track of the lifecycle of its instances, defined by the events
of creation, suspension, reactivation, and destruction. For
each instance, this information remains available after its
destruction as its value (current value for nontemporal at-
tributes, history of values for temporal attributes), so it can
be able to associate information on the lifecycle of the ob-
ject type corresponding of the real world.

In a similar way to the transformations for spatiality,
the lifecycle of temporal types (Figure 4), is transformed by
creating a monovalued time-varying attribute, called sta-
tus, which can take as a value one of the following four
states: not-yet-existing, active, suspended, or disabled.

This rule also generates a set of temporal integrity
constraints associated with the states. For example, an in-
stance cannot be active and suspended at the same time.
Another integrity constraint specifies the temporal type as-
sociated with the validity of the active value: an instant
for a temporal type describing an instantaneous event (and
identified as such by the instant icon for its lifecycle), an
interval for a temporal type having a coninuous lifecycle, a
set of intervals for a temporal type that can be suspended.

3.3.2 Time-Varying Attributes

This transformation contains two rules. The first rule works

I: Station

Station =] status : (1:1)
status : (1:1) : f(Q®) B interval : (1:1)
stationNo : (1:1) start : (1:1): @O
end: (I:): O

value : (1:1)
stationNo : (1:1)

Figure 4. Transformation of attribute interval.

as the transformation of a space-varying attribute in chang-
ing the variable attribute depth by status and the point
by interval. This rule generates an integrity constraint ex-
pressing that the intervals must be disjoint and the values
must belong to the domain of the status, namely one of the
states not-yet-existing, active, suspended, or disabled.
However, most of existing systems have a domain of the
instant type (for example the DATE type), but not a do-
main of the interval type of time. The second rules thus
transforms an interval into a complex attribute having the
same name, the same cardinality, and whose component at-
tributes (start and end) are of instant type, as shown in Fig-
ure 4. This rule generates a integrity constraint expressing



that for each value of the attribute interval, interval.start
must be less than or equal to interval.end.

4 Translator Tool

4.1 Design and Implementation

The Translator tool allows to translate conceptual MADS
schemas into physical schemas that can be implemented
on operational systems. Since the target implementation
platforms have different expression power (e.g., relational
DBMSs do not support multivalued attributes while object-
relational DBMSs do), this translation process uses an in-
termediate logical model, called MADSLog, containing all
concepts of MADS and a few logical concepts such as the
reference attribute. The use of the MADSLog model allows
making the translator extensible, minimizing the effort for
adding new target platforms.

For each target GIS and DBMS, a subset of the
MADSLog data model is defined containing all the con-
cepts of MADSLog that have an equivalent in the target
data model. For instance, in Oracle 9i using an object-
relational model, multivalued attributes may be represented
using the NESTED TABLE and VARRAY concepts. How-
ever, in Oracle 9i using a classical relational model a mul-
tivalued attribute has be transformed into a new object type
and a new relationship type. Therefore, for each target
GIS and DBMS it must be determined which rules will
be applied while generating the corresponding MADSLog
schemas.

The Translator tool is composed of two modules.
First, a Transformation module that transforms a MADS
schema into a MADSLog schema adapted to the target GIS
and DBMS (e.g., Oracle 9i). Second, a set of special-
ized modules, called Wrappers, one for each target GIS
and DBMS. A Wrapper rewrites the MADSLog schema
provided by the Transformator, and generates a physical
schema expressed in the language of the target system (e.g.,
SQL scripts for Oracle 91).

‘ DTD MADS ‘ MADS Schema ‘

Spatial
Rul

Structur:
Rules P

al

[ JAXP Package

XML
MADSLog

Figure 5. Architecture of the Transformation module.

The architecture of the Transformation module is
shown in Figure 5. The core of the Transformation mod-
ule is composed of all transformation rules for the struc-
tural, spatial, temporal, and multiple representation dimen-
sions. Associated to each target GIS and DBMS, there is
a Driver defining which rules will be applied while gener-
ating MADSLog schemas. Finally, another module keeps
the correspondence between each element of the origi-
nal MADS schema and its translation in the MADSLog
schema. Such correspondences are used for translating
queries.

We use XML as an exchange format for expressing
schemas. Each MADS schema produced by a graphical
schema editor is exported in XML format respecting a Data
Type Description (DTD). The different drivers selecting
the set of transformation rules to be activated are also ex-
pressed in XML.

The Translator has been implemented using the Java
platform. A screen capture is shown on Figure 6. We used
the JAXP (Java API for XML Parsing) package to imple-
ment the transformation rules. The JAXP package enables
applications to parse and transform XML documents using
an API that is independent of a particular XML processor
implementation.

Transiator  Help

MADS schema (nputy

BEADS) on schema (Outputy: A

v Fle

col
Applying rule CO6
Applying rule CO7
Applying Rule CO08
Translation done
File saved

Figure 6. Interface of the MurMur Translator

The MADSLog schema is produced by applying suc-
cessively the transformation rules to each element of the
schema. As shown in Figure 4, the same element can be
successively transformed by several rules. The total order
for applying the rules is as follows: first, rules for multiple
representation, then those relating to spatial and temporal
dimensions, and finally the structural rules.

The tool works recursively: it applies to each node of
the schema all the rules defined in the driver. If a rule is
activated (is applied to the node), the process restarts again
from the root of the schema. The process stops when no
transformation rule is applicable to the target schema.



4.2 Example of Use

We take an excerpt of the example in Figure 1 (the ob-
ject type Station). The transformation of this concep-
tual MADS schema into a MADSLog schema targetting an
object-relational model is given in Figure 7. The MADS-
Log schema defines the Station object type with attributes
station, statusNo, and geometry, as well as the DStatus
domain, representing the lifecycle.

MADS schema MADSLog schema
DStatus
Stati A
O. a.lor'l Station status : (1:1)
stationNo : (1:1) stationNo : (1:1) interval : (1:1)
status : (1:1) : DStatus start: (1:1): O
geometry : (1:1): e end: (1:1): O
value : (1:1)

Figure 7. MADS and MADSLog schemas.

Finally, the Wrapper translates this MADSLog
schema into an SQL script for Oracle 9i as follows:
CREATE OR REPLACE TYPE DStatus_Int AS OBJECT
(start DATE, end DATE);

CREATE OR REPLACE TYPE DStatus_Value AS OB-
JECT (interval DStatus_Int, value FLOAT)

CREATE OR REPLACE TYPE Status_Seq AS OBJECT
(status DStatus_Value, sequence INTEGER);

CREATE OR REPLACE TYPE DStatus AS TABLE OF
Status_Seq;

CREATE OR REPLACE TYPE DId AS OBJECT (value
INTEGER);

CREATE OR REPLACE TYPE DStation AS OBJECT (id
DId, stationNo VARCHAR2(12), status DStatus, geometry
MDSYS.SDO_GEOMETRY);

CREATE TABLE Station OF DStation NESTED TABLE
status STORE AS StationStatus;

5 Conclusion and Future Work

Schema translation is important for providing integration
and interoperability in multiple database systems. Two
shortcomings of many of the existing approaches to the
problem are that they are not easily automated and that they
lack a formal basis for evaluating the correctness of the re-
sulting translations. We have discussed an approach based
on structural, spatial, temporal, and multiple representa-
tions transformations that overcomes both of these prob-
lems.

This paper presents a tool for translating conceptual
schemas of spatio-temporal databases with multiple repre-
sentation. The ultimate goal of the tool is to be a universal
translator from the MADS conceptual model into any op-
erational data model of GIS or DBMS. The translation is
made in two steps. First, translation of a MADS schema
into a less expressive MADS schema, called MADSLog,

involving only the concepts available at the target data
model. This translation generates a set of spatio-temporal
integrity constraints. Second, translation of this MADSLog
schema into a schema expressed with the syntax of the tar-
get system. This two-steps strategy allows to reuse most of
the code when adding a new target data model.

We continue to study the problem of schema trans-
lation, in particular the translation of integrity constraints,
implemented using triggers in target DBMSs. Further, we
are also implementing a tool allowing automatic transla-
tion of visual queries expressed over the conceptual MADS
schema into queries of the target DBMS or GIS (e.g., SQL
queries for Oracle).
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ABSTRACT

Most database applications contain some amount of time-
dependent data because the majority of database applica-
tions are temporal in nature. While a lot of work has fo-
cussed on temporal data models and query languages, only
a little work has addressed access methods. Research has
proved the benefits of adding time dimensions to data and
keeping the history of changes, however, the informational
benefits of temporal data can, without effective manage-
ment, be easily outweighed by the costs of poor access
times and difficulties in formulating queries. This paper
proposes a logical query transformation that relies on the
POINT representation of current time. Logical query trans-
formation enables off-the-shelf Spatial indexes to be used.
Testing results indicate a significant computational advan-
tage with this approach. Further we propose to combine
this approach with the previously introduced layered ap-
proach for temporal DBMS implementations to simplify
the formulation of queries and to achieve the full benefit.

KEY WORDS
Temporal databases, Indexing methods, Point approach,
Layered architecture

1 Introduction

The focus of research in temporal databases has concen-
trated on two distinct time lines: transaction time and valid
time [8]. The valid time line represents the time when a
fact is valid in the modelled reality and the transaction time
line represents the time when a transaction was performed.
A bitemporal database records the database states with re-
spect to both valid and transaction time. It represent reality
more accurately, however as they are “partially persistent
data structures”, being append only, they are usually very
large in size. Thus the informational benefits of bitempo-
ral data can be easily outweighed by the costs of poor ac-
cess times. The need for efficient access methods is even
more crucial in bitemporal databases than in conventional
databases.

Despite the amount of published research devoted to
temporal databases and applications [4], [13], [7], access
methods for bitemporal data have only lately come into fo-
cus as a research topic, despite being a crucial element in
the criteria governing their application.

Existing research demonstrates that regular indices such as
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BT - trees are unsuited for temporal data [ 1 1]. However due
to the similarities between bitemporal and spatial data, be-
cause valid and transaction time dimensions are considered
orthogonal [12], time can be treated as a region in two-
dimensional space. So spatial indices can be adapted for
indexing bitemporal data.

Recent research has shown that it is extremely un-
likely that industry will give up on the current relational
model, as it represents huge investments in developed code
and expertise. As disk storage price is dropping signifi-
cantly more and more applications are adding temporal di-
mensions to their database systems and are thus facing de-
teriorating response times.

Now-relative data is data that is current at the present
time. Despite it being a natural and meaningful part of
bitemporal databases only a few index structures acknowl-
edge their existence. Even though it is expected that they
will be accessed the most often. To represent that a fact is
valid now or that a tuple belongs to the current database
state special variables may be used to represent current
time. Problems with having variables to represent current
time in index structures have previously been identified in
the literature, so a different way to represent current time
is needed. In the remainder of this paper we will refer to
the MAX approach when current time is represented using
the maximum-timestamp of the underlying database man-
agement system, and to the POINT approach when current
tuples are represented as points, with end times equal to
start times [15].

In this paper we present a method to logically divide
the regions of bitemporal data and additionally to employ
the geometry types feature of spatial indexes. The query
transformations that rely on the POINT approach to repre-
sent current time, enable usage of off-the-shelf spatial R-
tree indexes. Logical query transformations can be done in
a layer which sits on top of the relational database system
and can be combined with the previously proposed layered
approach to temporal DBMS implementation. Further, the
earlier hypothesis that a straightforward MAX approach is
inefficient in the handling of now-relative bitemporal data
[1] is given its first empirical demonstration by compar-
ing these approaches in a real environment. The POINT
approach is conversely shown to be significantly more effi-
cient.

This paper is organized as follows, we first exam-
ine more closely temporal data concepts. In section 3



I Name Position || [Vt~ Vi) [Tt Tt™)

1 Megan DBA 21.08.2002 | 10.05.2004 | 16.02.2002 | UC

2 Stephan | Teacher 23.07.2000 | 30.01.2001 | 01.07.2001 | 26.10.2002
3 Mark Admin 22.03.2001 | now 01.07.2001 | UC

4 Steven Of ficer || 21.02.2002 | now 13.04.2000 | 03.02.2001

Table 1. Sample now-relative Bitemporal data

we briefly introduce some existing methods to index now-
relative bitemporal data and highlight their limitations and
disadvantages. In section 4 we explain the logical query
transformations. Section 5 presents experiment, results and
analysis and introduces Layered approach. Finally, in sec-
tion 6, we present our conclusions and discuss possible ex-
tensions and future work.

2 Temporal Data Concepts

A temporal database is one that supports some aspect of
time, as distinct from user-defined time. While being ever
changing, time is an important aspect of all real world phe-
nomena. Each event bears a time attached to it, sometimes
in more than one form. Time marks the starting and ending
of an event and establishes the validity of data. Facts, i.e.
data valid today may have had no meaning in the past and
may hold no identity in the future. Some data, on the other
hand may hold a historical significance or may continue to
be valid up to a predefined period in time. This relationship
of time and data adds a temporal identity to most data and
in this light it would be hard to identify applications that do
not require or would not benefit from database support for
time-varying data.

Now-relative data are facts that are valid now and/or
tuples that belong to the current database state. In the liter-
ature to represent that a fact is valid now or that a tuple is
current, special variables are used, such as “now” , “UC” (
until changed) or “o0”. The introduction of variables into
temporal databases leads to the under researched area of
Variable databases [3]. It is our intention to avoid such
variables in our approach.

In bitemporal databases when an object is first in-
serted, its transaction time temporal attribute has the form
[Tt", now) indicating that tuple is current and ending time
is unknown. Updates are allowed to be made to the objects
of the most recent version only. No modification to the past
is allowed and deletion is only logical. When an object is
deleted, its transaction temporal attribute is changed from
[Tt" . now) to [Tt", Tt™) where Tt is actually the current
time when the transaction is executed.

Because bitemporal databases are basically append
only, they are usually very large in size [5], for that rea-
son efficient access methods are even more important in
bitemporal databases than in conventional databases.

3 Temporal Access Methods

A lot of multidimensional access structures have been pro-
posed and some of them have been recommended for tem-
poral databases [9]. The effectiveness of the majority of
the proposed models have only been analysed on theoreti-
cal calculations based on worst case scenarios [11]. In this
section we briefly review the relevant access methods for
indexing now-relative bitemporal data.

3.1 Indexing now-relative data

In the literature it is generally agreed that usage of the spa-
tial indexes based on R-trees for bitemporal data is possible
and that the maximum-timestamp approach is a straightfor-
ward solution, i.e. the MAX approach. Further it is usually
suggested as obvious that now-relative facts in the MAX ap-
proach are represented using very large rectangles, and that
the resulting search performance should be poor due to ex-
cessive dead space in the index nodes and overlap between
nodes [1].

The GR-Tree [1] and the 4R-Tree [2] support both
now-relative valid and transaction time. Essentially both
seek to improve the efficiency of the underlying structures
by reducing dead space in the tree formed by using the
MAX approach in a standard R*-Tree. The GR-Tree ex-
tends the R*-Tree to offer storage for both static tuples (i.e.
tuples with closed valid and transaction time ranges) and
growing tuples (i.e. tuples with valid and/or transaction
time end unknown, now-relative data). It introducing two
Flags, Hidden and Rectangle, in the non-leaf nodes where
Hidden is used to represent growing geometries that may
be placed together with other regions in a MBR ( Maxi-
mum Bounding Regions), while Rectangle is used to indi-
cate bounding areas that arc rectangles, thus helping reduce
dead space and overlap.

In our approach, we reduce the dead space by using
the POINT approach to represent current time. We logi-
cally divide the regions and additionally employ the geo-
metric power of spatial indexes to perform query transfor-
mations, so off-the-shelf spatial R-tree indexes can be used.
Additionally we propose an extension (o a previously pro-
posed layered approach, recommended for temporal query
languages. This layer can do the query transformations us-
ing predefined rules as explained in this paper.



4 Query Transformation

A number of queries are chosen to perform query transfor-
mations on now-relative bitemporal data. The queries are
spatial representations of the bitemporal timeslice queries
proposed in [16] and used in [15] to measure the perfor-
mance of the MAX and the POINT approach. Fig 1 repre-
sents the temporal semantics of the queries. In this work
we considered only query 1 and query 2, which are of most
importance in bitemporal databases.

A
Valid
Time
e T 4& Query 1
i Query3 i Query2
01-JUN-01. @ ,,,,,, @
i
01-0CT-01 NOW Transaction Time

Figure 1. Time Slice Queries Q1, Q2, and Q3

Query 1 retrieves the current state in both transaction
and valid time. Semantically, it retrieves our current belief
about tuples valid in the current state of the modelled real-
ity. It selects tuples with valid time intervals that overlap
with now and transaction times that meet now. It therefore
selects tuples that have valid time intervals starting at or
before now and ending after now and transaction time end
equal to now.

For Query 1 using the MAX approach it represents the
domain of tuples that meet following criteria:

[VtF < now AVt >now ATt = Thnaz)

Spatially transformed data from table 1 are shown in
Figure 2, values for Vt; --- Vi represent the valid time
values from table 1 ( values Vin associate with some spe-
cific date from table 1, similarly for transaction time values
Tt, ---Tts. A geometry that would have [Vt™ < now and
Vit > now and Tt™ = Tynasx] would have to intersect the
point [now, Tyaz]-

For Query | using the POINT approach it represents the
domain of tuples that meet the following criteria:

(V" < now A (VT > now V Vit =Vith))
AT =T

The Spatial transformation of the POINT representa-
tion for Query 1 as shown in Figure 3 is a little more com-
plex. Since we look for all tuples where transaction time is
current T+7=T+", which means that tuples of interest for
this query can be represented as points or lines, only rect-
angles would not be part of the result set.

Tuples where [Vt~ < now and Vit~ = V"] would
be points (since Tt" = Tt") and would lie below the
line [VT = now]. Also, geometries where [Vt© < now
and Vit > now] would be line geometries, parallel to
the VT-Axis since Tt" = Tt"), which intersect the line
[VT=now]. The POINT query thus returns all tuples rep-
resenting point geometries that intersect with the area un-
der the line [VT=now] and line geometries parallel to the
VT-Axis intersecting with [VT=now]. For the POINT ap-
proach the current time slice query represents a union set of
the points and lines from the previously mentioned regions.
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Figure 2. Query 1: MAX Approach
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Figure 3. Query 1: POINT Approach

Figures 2 and 3 represent the semantics of Query
1 with tuples representing geometries [V/, V2] being re-
turned as part of the result set while tuples representing ge-
ometries [NVI,NV2] are rejected.

Query 2 timeslices the relation as of current time in
the transaction time domain and as of a past time in the
valid time domain. Semantically, it retrieves our current
belief about a past state of the world. In the non-Spatial ap-



proach, the query condition for the MAX approach is repre-
sented by:

[Vt™ < history A Vit > history ATt = Thael

while for the POINT approach query condition is:

[Vt™ < history A (Vt > history vV Vit =Vith) ATt
=Tt"]

The Spatial representation for Query 2 is somewhat
similar to Query | and geometries satisfying the query in
the MAX approach would have to intersect the point (his-
tory, Thaz)-

Similarly, for the POINT approach query which
would be satisfied by all Point geometries that intersect
with the area under the line [VT=history] and all Line ge-
ometries parallel to the VT-Axis intersecting with, but not
ending at, [VT=history].
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Figure 4. Query 2: POINT Approach

Figure 4 represent the semantics of Query 2 with
the tuple representing geometry [V/] being returned as
part of the result set while tuples representing geometries
[NVI..NV3] are rejected.

S Experiment

In order to evaluate our logical query transformation we de-
cided to empirically compare the efficiency of this strategy,
which relies on POINT approach, with the straight forward
MAX timestamp approach. For each approach we created
three bitemporal relations with one million randomly gen-
erated tuples, having 10%, 20% and 40% of the tuples over-
lapped with the current time in both transaction and valid
time domains, sample data is presented in Table 1. Spa-
tial indexes have been created on now-relative bitemporal
data using both the MAX and POINT approaches to repre-
sent now. The implementation was carried out on a four
450MHZ CPU - SUN UltraSparc II processor machine,
running Oracle 9.2.0.1.0 RDBMS, with a database block
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size of 8K using Oracle Spatial 9i Release 2 [10].
Sample code for Query 1 and MAX approach is provided
bellow:

select
count (position) from maxl0 s
where
(sdo_filter (get_max_geo(
s.Vts, s.Vte, s.Tts, s.Tte),
get_max ge(sysdate, sysdate,
‘31-DEC-9999’, ‘'31-DEC-9999'),
‘querytype = WINDOW’ )='TRUE’
¥
This query finds all geometries that intersect
with the point (sysdate, ‘31-DEC-9999’). It uses
the function get-max_geo which takes coordinates

(Vt, Vit Tt",Tt™) as input returns the corresponding
geometry of sdo_geom type.
Sample code for Query | and POINT approach is:

select

count (position)
where

((get_same_geo(s.Vts,

s.Tts,

AND

from pointl0 s

s.Vte,
s.Tte) .get_gtype()=1
sdo_filter (get_same geo(
s.Vts, s.Vte, s.Tts, s.Tte),
get_same_geo (
0, sysdate, 0 , sysdate),
'querytype = WINDOW’ )='TRUE’)
OR
(get_same_geo (s.Vts,
s.Tts,
AND

s.Vte,
s.Tte) .get_gtype () =2
sdo_filter (get_same geo(
s.Vts, s.Vte, s.Tts, s.Tte),
get_same_geo (
sysdate, sysdate, O,
"querytype = WINDOW'’

sysdate) ,
)="TRUE"’ )
) ;

This query finds all point geometries (type 1)
that are within the region (0, sysdate, 0, sysdate)
and all line geometries (type 2) that intersect with
the line defined by (sysdate, sysdate, 0, sysdate). It
uses the function get_same_geo, which takes coordinates
(Vt", V¢, Tt" Tt™) as input and returns the correspond-
ing geometry type while taking care that different geom-
etry types (i.e. points, lines and rectangles) are explicitly
defined. Rectangle geometries (type 3) are not of interest
for Query 1. Full query statements and scripts used for the
population of data and index creations can be found in [ 14].

The Query Performance results for Query I, (see
Figures 5 and 6), support the earlier hypothesis that the
straightforward maximum-timestamp (MAX) approach is
inefficient in the handling of now-relative data. This ineffi-
ciency increases as the amount of now-relative data grows.
Conversely, the POINT approach proved to be extremely



efficient for the handling of now-relative data, with little or
no effect from growing now-relative data, to the extent of
outperforming the Spatial MAX approach by more than a
factor of 20 in terms of the number of disk accesses. Ac-
cording to the Theory of Indexability [6] /O complexity
cost, measured by the number of disk accesses, is one of the
most important factors for measuring query performance.

The better performance of the POINT approach is
achieved by reducing the dimensions of the spatial geome-
tries. Typically, rectangles representing now-relative data
are represented as lines or points, which take up less room
in the leaf nodes than the original rectangles, leading to
higher fan-out. The smaller dimensions of these geometries
means there is less overlap between the maximum bound-
ing regions, which form the boundaries of each node. In
addition, because the representation of now-relative data
in general does not extend beyond the current time, the
amount of dead space (nodes that are searched but do not
contribute to the answer) is reduced. Another explanation
for the better performance of the POINT approach is its re-
duction of the search space, due to logically dividing the to-
tal space to the areas of interest and identifying only the ge-
ometry types of interest, which improves the performance
significantly.

500000 T
450000 47
400000 47
350000 4+
300000
250000 -
cannon +7
150000 4
100000 -
50000
04
Point - Max - Point - Max -
10% 20% 20% 40%
gpmm,_ 19020 171947 | 21909 [468322] 22029 | |
|
i

Figure 5. Query 1: Physical Disk Accesses

The large rectangles of current tuples in the MAX ap-
proach cause index entries to be spread across many nodes.
In contrast the POINT approach can store many current tu-
ples index entries in the same node, further it has a smaller
total area of MBR needed to cover the same tuples and
needs relatively fewer leaf nodes, which reduces the total
number of disk accesses required to answer the query re-
sulting in better performance.
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Figure 6. Query 1: CPU Usage

5.1 Layered approach

To take a full advantage of logical query transformation and
at the same time to simplify the query statements we pro-
pose a layered approach on top of the relational DBMS. All
required query transformations will happen in this layer ac-
cording to the predefined rules, as identified in the previous
section. This is basically an extension to the previously
proposed stratum approach to Temporal DBMS Implemen-
tation [16], which can efficiently support bitemporal access
methods.

[ Application ] [ Application ] [f\pphczmnn ]

L Stratum ]

Representaresnm Lovel

DBMS

Figure 7. Stratum Approach to Temporal DBMS Imple-
mentation

This extension to the layered approach, which will
do the logical query transformations to achieve a computa-
tional advantage, will enable usage of off-the-shelf spatial
indexes that are part of commercial RDBMS. This layer can
be developed to handle existing or any future index struc-
tures that can be developed for bitemporal now-relative
data.
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6 Conclusion

This study makes the following contributions to the field:

we proposed a method, which is based only on logical
transformations of queries, which reduces the dimen-
sions of the Spatial geometries. Typically rectangles
reduce to lines or points, this impacts positively as the
geometries will take up less room in the leaf nodes
leading to higher fanout and better performance;

we identified the rules for logical query transforma-
tions for popular types of timeslice queries, which are
the most common bitemporal queries;

we proposed a layer on top of the RDBMS where the
query transformation can be performed according to
predefined rules;

By combining the Stratum approach for temporal

DBMS implementation with logical query transformation,
which was proposed in this paper, bitemporal data can be
efficiently and simply accessed.

It would be interesting to investigate logical query

transformations for other types of queries such as range
queries or interval queries.
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