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Preface

This book contains a selection of refereed papers presented at the 1st Work-
shop on Machine Learning for Multimodal Interaction (MLMI 2004), held at
the “Centre du Parc,” Martigny, Switzerland, during June 21-23, 2004. The
workshop was organized and sponsored jointly by three European projects,

— AMI, Augmented Multiparty Interaction, http://www.amiproject.org

— PASCAL, Pattern Analysis, Statistical Modeling and Computational
Learning, http://www.pascal-network.org

— M4, Multi-modal Meeting Manager, http://www.m4project.org

as well as the Swiss National Centre of Competence in Research (NCCR):
— IM2: Interactive Multimodal Information Management, http://www.im2.ch

MLMI 2004 was thus sponsored by the European Commission and the Swiss
National Science Foundation.

Given the multiple links between the above projects and several related re-
search areas, it was decided to organize a joint workshop bringing together re-
searchers from the different communities working around the common theme
of advanced machine learning algorithms for processing and structuring multi-
modal human interaction in meetings. The motivation for creating such a forum,
which could be perceived as a number of papers from different research disci-
plines, evolved from a real need that arose from these projects and the strong
motivation of their partners for such a multidisciplinary workshop. This assess-
ment was indeed confirmed by the success of this first MLMI workshop, which
attracted more than 200 participants.

The conference program featured invited talks, full papers (subject to careful
peer review, by at least three reviewers), and posters (accepted on the basis of
abstracts) covering a wide range of areas related to machine learning applied to
multimodal interaction—and more specifically to multimodal meeting process-
ing, as addressed by the M4, AMI and IM2 projects. These areas included:

— human-human communication modeling
— speech and visual processing

— multimodal processing, fusion and fission
— multimodal dialog modeling

— human-human interaction modeling

— multimodal data structuring and presentation
— multimedia indexing and retrieval

— meeting structure analysis

— meeting summarizing

— multimodal meeting annotation

— machine learning applied to the above



VI Preface

Out of the submitted full papers, about 60% were accepted for publication
in this volume, after the authors were invited to take review comments and
conference feedback into account.

In this book, and following the structure of the workshop, the papers were
divided into the following sections:

HCI and Applications
Structuring and Interaction
Multimodal Processing
Speech Processing
Dialogue Management
Vision and Emotion

o Uk Wi

In the spirit of MLMI 2004 and its associated projects, all the oral presenta-
tions were recorded, and synchronized with additional material (such as presenta-
tion slides) and are now available, with search facilities, at:
http://mmm.idiap.ch/mlmi04/

Based on the success of MLMI 2004, a series of MLMI workshop is now
being planned, with the goal of involving a larger community, as well as a larger
number of European projects working in similar or related areas. MLMI 2005
will be organized by the University of Edinburgh and held on 11-13 July 2005,
also in collaboration with the NIST (US National Institute of Standards and
Technology), while MLMI 2006 will probably be held in the US, probably in
conjunction with a NIST evaluation.

Finally, we take this opportunity to thank our Program Committee members
for an excellent job, as well as the sponsoring projects and funding agencies. We
also thank all our administrative support, especially Nancy Robyr who played a
key role in the management and organization of the workshop, as well as in the
follow-up of all the details resulting in this book.

December 2004 Samy Bengio
Hervé Bourlard
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Accessing Multimodal Meeting Data:
Systems, Problems and Possibilities

Simon Tucker and Steve Whittaker

Department of Information Studies, University of Sheffield,
Regent Court, 211 Portobello Street, Sheffield, S1 4DP, UK
{s.tucker,s.whittaker}@shef.ac.uk

Abstract. As the amount of multimodal meetings data being recorded
increases, so does the need for sophisticated mechanisms for accessing this
data. This process is complicated by the different informational needs of users,
as well as the range of data collected from meetings. This paper examines the
current state of the art in meeting browsers. We examine both systems
specifically designed for browsing multimodal meetings data and those
designed to browse data collected from different environments, for example
broadcast news and lectures. As a result of this analysis, we highlight potential
directions for future research - semantic access, filtered presentation, limited
display environments, browser evaluation and user requirements capture.

1 Introduction

Several large-scale projects (e.g. [1,2]) have examined the collection, analysis and
browsing of multimodal meeting data. Here we provide an overview of browsing
tools, where we refer to any post-hoc examination of meetings data (e.g. searching a
meeting transcript or reviewing a particular discourse) as browsing. As a result of our
analysis, we are also in a position to highlight potential areas of research for future
meeting browsers.

Despite being an emerging field, there are a large number of browsers described in
the literature, and therefore the first stage of summarising the field was to determine a
suitable browser taxonomy. The scheme used in tthis paper is to classify browsers
according to their focus of navigation or attention. The taxonomy is described in more
detail in Section 2 and is summarised in Table 1.

The structure of this papers is as follows. We begin by discussing how meeting
browsers are classified and continue by describing each browser, according to its
classification. A summary of all the browsers is then given, as a result of which we
highlight directions for future research.

2 A Meeting Browser Taxonomy

Since browsing of meetings data is still an emerging field, the classification system
used here is necessarily preliminary, but achieves a segregation of the range of
browsers described in the literature. Browsers are classified primarily by their focus,

S. Bengio and H. Bourlard (Eds.): MLMI 2004, LNCS 3361, pp. 1-11, 2005.
© Springer-Verlag Berlin Heidelberg 2005



2 S. Tucker and S. Whittaker

and secondarily by properties unique to that focus. The focus of a browser is defined
to be either the main device for navigating the data, or the primary mode of presenting
the meeting data to the user.

Table 1. Overview of taxonomy of meeting browsers and typical indexing elements used in
each class

PERCEPTUAL SEMANTIC
Audio Artefacts
® Speaker Turns ® Presented Slides
® Pause Detection ® Agenda Items
® Emphasis ® Whiteboard Annotations
® User determined markings ® Notes - both personally and privately

taken notes.

® Documents discussed during the

meeting.
® Video ® Derived Data
® Keyframes ® ASR Transcript
® Participant Behaviour ® Names Entities

® Mode of Discourse

® Emotion

Given this definition, and the range of data collected from meetings, three classes
of browsers immediately present themselves. Firstly, there are browsers whose focus
is largely audio, including both audio presentation [3] and navigation via audio [4].
Secondly, there are browsers whose focus is largely video; again, including both
video presentation systems [5] and those where video is used for navigation [6]. The
third class of browsers are focused on artefacts of the meetings. Meeting artefacts
may be notes made during the meeting, slides presented, whiteboard annotations or
documents examined in the meeting.

A fourth class of browser accounts for browsers whose focus is on derived data
forms. Since analysis of meeting data is largely made on the nature and structure of
conversation, this final class is largely concerned with browsing discourse. In this
class are browsers whose focus is the automatic speech recognition (ASR) transcript
and its properties [7], and those which focus on the temporal structure of discourse
between participants [8].

This taxonomy is shown in Table 1 and each of the following sections describe
each browser class in detail, in the order in which they were presented above. We
refer to audio and video indices as perceptual since they focus on low-level analysis
of the data. Artefacts and derived indices are referred to as semantic since they
perform a higher-level analysis of the raw data.
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2.1 Audio Browsers

This section discusses browsers whose main focus is audio. We separate these
browsers into two main subcategories. The first subcategory consists of audio
browsers with detailed visual indices; the second category is audio browsers with
limited, or no visual feedback.

Both Kimber et al. [9] and Hindus and Schmandt [10] describe a meeting browser
whose primary means of navigation is via a visual index generated from speaker
segmentation. The view presented to the listener is of participant involvement in the
meeting - users are able to navigate to each speaker segment and can also navigate
between neighbouring speaker segments.

Degen et al. [3] describe an indexed audio browser designed for visually
reviewing recordings made with a personal tape recorder. The tape recorders allow
users to mark salient points whilst recording, the marked recordings then being
digitised for review on a computer. The computer interface affords several methods of
browsing the recordings. Firstly, users can randomly access any part of the recording,
and can also navigate using the markings they made during the recording phase. The
visual representation of the recording is of amplitude against time, displayed as a
vector or colour plot. Users can also zoom in and out of this display and also have the
ability to speed up playback (see the discussion surrounding SpeechSkimmer below).

A key element to these browsers is that the visual representations allow users to
immediately see the structure of a meeting. This view, however, is dependent on the
browsing environment allowing visual representations to be made. There are
situations and devices which do not allow for this visual feedback, so that ‘pure’
audio browsing requires a substantially different interface.

SpeechSkimmer [4] is a system for interactive ‘skimming’ of recorded speech.
Skimming is defined as system-controlled playback of samples of original audio. A
four level skimming system is implemented, each level compressing the speech
further, whilst attempting to retain salient content. The first level is unprocessed
playback, the second shortens pauses, whilst the third level plays back only speech
which follows significant pauses. The final level uses an emphasis detector to select
salient segments of the speech to present to the listener. On top of these skimming
levels is a mechanism which allows the playback speed to be altered whilst
maintaining the pitch of the speaker. In this way the playback speed can be increased
without a significant loss in comprehension. It should also be noted that the interface
allows users to skim backwards in a recording - in this mode short segments of speech
are played forwards but in reverse order.

Roy and Schmandt [11] describe a portable news reader implemented in a small,
Walkman style device. The interface was designed iteratively in software, before
being transferred to the hardware device. The resulting interface allowed listeners to
playback a news report and to also navigate through the report using pre-defined jump
locations, computed from an analysis of pause lengths in the audio. In the course of
designing the device it was noted that users preferred simpler, more controlled
interfaces, preferring manual skims via jumping rather than having software
controlled skims. The device also implements a form of speed-up similar to that
described above, with users able to select from three different playback speeds.

Because of their nature, audio browsers are largely implemented in hardware
devices and so can be argued to be distinct from meeting browsers making use of
multimodal data. It has been seen, however, that these browsers have overcome the
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limitations of just audio and are able to provide means of browsing audio using
computed indices and speed-up techniques. As a complement to this, the following
section describes browsers whose primary focus is video.

2.2 Video Browsers

The following class of browsers focus on video. Note that whilst each of these
browsers have audio and video components, the main component for presentation or
navigation in each case is video.

Foote et al. [5] describe a simple video browser with two primary modes of
navigation. Firstly the user has the ability randomly access any section of the meeting,
or to jump between index points which are precomputed from properties of the audio
and video. The same indexing, when converted to a continuous ‘confidence’ measure
can also be used to control the playback speed. For example, the playback speed
could be related to gesture recognition so that portions of the meeting with significant
gestures are played at different speeds, and index marks are made according to these
significant gestures.

Girgensohn et al. [6] describe video interfaces centred around the use of
keyframes. Keyframes are static images which have been automatically selected from
continuous video according to some heuristic. In the video browsing system,
keyframes are chosen according to an importance score, depending on the rarity and
duration of each shot. Frames are then sized according to their importance (so that
keyframes of higher importance are larger) and are placed linearly on the page. The
resulting interface is then similar to a comic book or Japanese Manga drawings. This
method can be used to produce a single summary of a full meeting and the user can
playback salient portions of the meeting by selecting keyframes, or by choosing a
point on a horizontal time line.

A more complex video focused meeting browser is described by Lee et al. [13]. A
novelty for this system is that it does not require a dedicated meeting room; instead,
capture is performed by a single device, encompassing a camera which captures a
panoramic video of the meeting and four microphones to record audio. A real-time
interface allows meeting participants to examine audio and video during the meeting,
as well as making notes during the course of the meeting. The meeting is then
archived and processed in preparation for browsing.

The browsing interface has a large number of navigational options. Central to the
interface is the video screen, showing both the panorama and a close-up of the
currently speaking participant. Users can navigate via a number of indexes, including
representations of speaker transitions and visual and audio activity. There is also the
opportunity to review an automatically produced transcript of the meeting, and to
navigate the meeting via this transcript. A final option for navigating the meeting is a
set of automatically generated keyframes. The interface also allows the user to review
any notes made during the meeting and to examine any artefacts produced from the
meeting.

We note that the number of browsers in this class is relatively small, mainly
because video is largely supplemented with other browsing devices and is rarely
solely used as a means of navigation. Furthermore, often meeting data does not
contain the salient visual events that are useful for video browsing. The browsers
described above, however, have shown that there is potential for making use of video
as a means of browsing meeting data, although its value is not yet determined [12].



