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Preface

In this volume are the proceedings of the fourth European conference on Ge-
netic Programming (EuroGP 2001) which took place at Lake Como in Italy on
April, 18-20 2001. EuroGP has become firmly established as the premier Eu-
ropean event devoted to Genetic Programming. EuroGP began life in 1998 as
an international workshop and was held in Paris (14-15 April, LNCS 1391). Af-
ter that it was held in Géoteborg, Sweden (26-27 May 1999, LNCS 1598). Its
first appearance as a conference was last year in Edinburgh in Scotland (15—
16 April, LNCS 1802). Each year EuroGP has been co-located with a series of
specialist workshops (LNCS 1468, 1596, 1803). This year was no exception and
EvoWorkshops 2001 were also held at Lake Como (18-19 April, LNCS 2037).

Genetic Programming (GP) refers to a branch of Evolutionary Computa-
tion in which computer programs are automatically generated over a period of
time using a process that mimics Darwinian evolution. The 30 papers in these
proceedings more than amply demonstrate the wide and varied applicability
of GP. There are papers that apply GP to robotics, artificial retina, character
recognition, financial prediction, digital filter and electronic circuit design, image
processing, data fusion, and biosequencing. In addition there are many papers
that address foundational and theoretical issues.

A rigorous double-blind refereeing system was applied to the 42 submitted pa-
pers. This resulted in 17 plenary talks (40% of those submitted) and 13 research
posters. Every submitted paper was reviewed by a minimum of two members of
the International Program Committee, and if there was disagreement by a third
reviewer. The Program Committee was carefully selected for their knowledge
and expertise, and, as far as possible, papers were matched with the reviewers’
particular interests and specialist expertise. The results of this process are seen
here in the high quality of papers published within this volume. Many of these
are by internationally recognised researchers.

The 30 published papers came from many European countries with a notice-
able proportion from the Americas.

We would like to express our sincere thanks especially to the two interna-
tionally renowned invited speakers who gave keynote talks at the conference:
Professor Enrico Coen of the John Innes Centre, UK and Professor Lee Al-
tenberg of the University of Hawaii at Manoa. Professor Coen’s talk was also
shared with EvoWorkshops 2001. We would also like to thank Dr. Riccardo Poli
of the School of Computer Science at the University of Birmingham for kindly
agreeing to give a tutorial on GP.

This conference would have been considerably poorer without the support
of many people. Firstly we would like to thank the very busy members of the
Program Committee for their diligence, patience, and dedication in the task of
providing high quality reviews. We would also like to thank EvoNET, the Net-
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work of Excellence in Evolutionary Computing, for their support, in particular,
Jennifer Willies and Chris Osborne for their help, especially their sterling work
on the registration and the conference web site. Thanks also to Chris Osborne
and Mij Kelly for their assistance with the production of the conference poster.
Finally we would like to thank the members of EvoGP, the EvoNET working
group on Genetic Programming.

April 2001 Julian Miller, Marco Tomassini, Pier Luca Lanzi, Conor Ryan,
Andrea G.B. Tettamanzi, William B. Langdon
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Heuristic Learning Based on Genetic Programming

Nicole Drechsler, Frank Schmiedle, Daniel Gro8e, and Rolf Drechsler

Institute of Computer Science
Chair of Computer Architecture (Prof. Bernd Becker)
Albert-Ludwigs-University
79110 Freiburg im Breisgau
ndrechsl@informatik.uni-freiburg.de

Abstract. In this paper we present an approach to learning heuristics
based on Genetic Programming (GP). Instead of directly solving the
problem by application of GP, GP is used to develop a heuristic that is
applied to the problem instance. By this, the typical large runtimes of
evolutionary methods have to be invested only once in the learning
phase. The resulting heuristic is very fast. The technique is applied to a
field from the area of VLSI CAD, i.e. minimization of Binary Decision
Diagrams (BDDs). We chose this topic due to its high practical
relevance and since it matches the criteria where our algorithm works
best, i.e. large problem instances where standard evolutionary
techniques cannot be applied due to their large runtimes. Our
experiments show that we obtain high quality results that outperform
previous methods, while keeping the advantage of low runtimes.

1 Introduction

Decision Diagrams (DDs) are often used in CAD systems for efficient representation
and manipulation of Boolean functions. The most popular data structure is the Binary
Decision Diagram (BDD) [Bry86]. Recently, several approaches in logic synthesis
have been presented that make use of BDDs. (For an overview see [DB98].) One
drawback of this data structure is that it is very sensitive to the variable ordering, i.e.
the size may vary from linear to exponential. Finding the optimal variable ordering is
a difficult problem [BW96] and the best known algorithm has exponential runtime.

This is the reason why in the last few years many authors presented heuristics for
finding good variable orderings. The most promising methods are based on dynamic
variable ordering [FMK91],[Rud93],[PS95]: BDDs for some Boolean functions have
been constructed for which all other topology oriented methods failed. New methods
based on non-deterministic algorithms have been proposed for BDD minimization,
e.g. genetic algorithms [DBG95] and simulated annealing [RBKM92],[BLW95]. The
major drawback of these approaches is that in general they obtain good results with
respect to quality of the solution, but the running times are often much larger than
those of classical heuristics. Due to the high complexity of the design process in VLSI
CAD often fast heuristics are used. These heuristics are developed by the designer

J. Miller et al. (Eds.) : EuroGP 2001, LNCS 2038, pp. 1-10, 2001.
© Springer-Verlag Berlin Heidelberg 2001



2 Nicole Drechsler et al.

himself. But they also often fail for specific classes of circuits. Thus it would help a
lot, if the heuristics could learn from previous examples, e.g. from benchmark
examples.

A theoretical model for learning heuristics by Genetic Algorithms (GAs) has been
presented in [DB95]. The new aspect of this model is that the GA is not directly
applied to the problem. Instead the GA develops a good heuristic for the problem to
be solved. First applications to multi-level synthess and to 2level AND/EXOR
minimization have been presented. There the model has not been fully used, i.e. only
a part of the features has been implemented. Extensions have been proposed in
[DGB96] and [DDB99], where learning of BDD heuristics has been studied based on
GAs. But due to the fixed length encoding these approaches also have some
disadvantages:

- The length of the heuristic is limited resulting in limitations with respect to quality.
- Decision procedures, like if-then-else, could not be integrated in the heuristics.

In this paper we present an approach to heuristic learning based on Genetic
Programming (GP) [K0z92],[K0z94]. Due to the more flexible encoding based on
tree structures, the disadvantages of the GA approaches described above can be
avoided, while keeping the advantages. To keep the heuristic under development as
compact as possible, reduction operators are introduced. Compared to GAs more
flexible operators are defined and integrated in the GP run. Experimental results
demonstrate the efficiency of the approach.

The paper is structured as follows: In the next section the problem definition is
given and the model of heuristic learning is described. Then the solution based on GP
is outlined and the (genetic) operators are introduced. Experimental results are
reported and finally the paper is summarized.

2 Problem Description

In [DB95] a learning model has formally been introduced for GAs. In this section we
briefly review the main notation and definitions to make the paper self-contained.
Since the definition of the model is based on the evaluation of the fitness function
only, it becomes obvious that even though it has been developed for GAs, it can be
transferred to GPs directly.

It is assumed that the problem to be solved has the following property: There is
defined a non empty set of optimization procedures that can be applied to a given
(non-optimal) solution in order to further improve its quality. These procedures are
called Basic Optimization Modules (BOMs) in the following. The heuristics are
sequences of BOMs. The goal of the approach is to determine a good (or even
optimal) sequence of BOMs such that the overall results obtained by the heuristics are
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improved. From the flexibility of the tree-like data structure in GPs we are later even
able to define more powerful operators.

In the following we assume that the reader is familiar with the basic concepts and
notation of evolutionary approaches. In [DB95] and [DGB96], a multi-valued string
encoding of fixed length has been used, but this already by definition limits the
quality of the result. Due to the GP concept, there is in principle no limit on the size
of the resulting heuristics.

The set of BOMs defines the set H of all possible heuristics that are applicable to
the problem to be solved in the given environment. H may include problem specific
heuristics but can also include randomized techniques.

To each BOM h we associate a cost function, i.e. a value that determines how
expensive it is to call this module. This value can be chosen dependent on different
criteria, like memory consumption or run time. Furthermore, the quality function
determines the quality resulting from the application of this module. These two values
determine the fitness of the BOM. Summation over all BOMs in a heuristic
determines the overall fitness. The elements are evaluated on a set of benchmark
examples, the so-called training set. The multiple objectives are optimized in parallel
by the method described in [DDB99].

21 BOMs

Most of the algorithns that are used here as BOMs for heuristic learning are well-
known BDD minimization techniques They are based on dynamic variable ordering.
Sifting (SIFT) is a local search operation for variable ordering of BDDs which allows
hill climbing. Group sifting (GROUP) and symmetric sifring (SYMM) additionally
make use of symmetry aspects of the variables of the considered Boolean functions.
The BOM window permutation of size 3 (4), denoted as WIN3 (WIN4), tests all
permutations of 3 (4) adjacent variables, where the window of size 3 (4) “goes”
through the whole BDD from the top to the bottom variables. For all these techniques
there is an additional BOM that iterates the method until convergence is reached.
These BOMs are denoted by the appendix CO, e.g. iterated sifting is denoted by
SIFTCO. The next BOM is called inversion (I) and inverts the variable ordering of a
BDD between two randomly chosen variables. Finally, the set of BOMs contains an
“empty” element, denoted as NOOP. In the GA approach this operator was used to
model strings of various sizes, while the underlying data structure was a fixed-length
string. Using GPs this problem by definition does not occur. Nevertheless, NOOP is
important to describe a condition, e.g. it is possible to describe an IF-condition
without a statement in the ELSE-branch. These types of operators could not be
introduced using Gas, underlining the flexibility of the approach introduced below.

For more details about the learning model, the definition of BDD, and BOMs see
[DB95], [DGB96], and [DDB99].



