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SENSORY ,MEC‘HANISMS, THE REDUCTION OF
REDUNDANCY, AND INTELLIGENCE

by

DR. H. B, BARLOW  ~
SUMMARY ’ N

PSYCHO-PHYSICAL and physiological investigations have shown that the eye
and the ear are ramarkably efficient instruments: consequently the emount
of information being fed into the central nervous system must be enormous.
After a delay, which may vary from about 100 msec, to about 100 years,
this information plays a part in determining the actions of an individual:
therefore som¢ Of the incoming informétion is stored for long perfods,’

The argument 18 put forward that the storage and utilization of this ~
enormous sensory {nflow would be made easier §f the redundancy of the
inconing messages wes reduced. Some physiological mechaniams which would
stapt to do this are already known, but these appear to have arisen by
evolutionary adaptation of the organism to types of redundancy which are
always presént in the environment of the specles, Mich of the sensory in-
put 1s not shared by all individuals of a species (eg. stimll provided by
parents, langusge, and geographical locality) so a device for "learning"
to reduce redundancy 1is required. - Psychological experiments glve indica-
tions of such mechanieme operating at low levels in sensory pathways, and,
"intelligence™ may involve the capacity to do the same at high levels.

In order to exemplify the operations contemplated, a device which
redquces the correlated activity of a pa_ir of binary channels 1s described,

THE usual mechanistic approach to the higher nervous system begins with a
consideration of the factors which can be .shown to have an immediate effsct
tn the output of the nervous system. The commonest starting point is the
simple monosynaptic refiex in which A single sehsory inmput controls e
single motor output, as shown diagrammatically in fig. 1(a). The next stage
is to elaborate this by taking into account other Sensory modalitles, -
inhibition, internunclel neurones, and controlling neurcnes from elsewhere
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Fig 1(b)
‘octivated by Bell if
P(Food In mouth{ Beli)
;Is high" enough.
. M H
i .!W |- : l’“
by Food-in-mouth or .
| conditional neurone. o e

L] ) .

~ Flz 1(c)

,.ns. 1. Diagran shonmg approach to lugher nervous tuneu frommotor (ettuctor) side..
(a) monosynaptic stretch reflex: (b} seme with addition of inte:
neurones, controlling neurones from' other parts of the central nervoua .
system, and inhibition by pain endings; (¢) canditioned reflex.
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- in the nervous system. as shown 1n fig.1(b) ;- With ail 1ts trimings t.his
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gets one to a stage pf complexity perhaps comparable to that of an automtm
tracking radar set, or the automatic pilot of an aergplane. It will show _
none -of the plasticity or adaptability to new surrcundings vihich 1is chardae- -
terlstic of the higher nervous sygtem, ,80 the anlovian conditioned. rarlex
is next introduced. The principle here.is that 1f. there are -twa Sensory _
stimuli -(Bell and foed in mouth), one of which (food in mouth) always pro=
duces a response {salivation), then if they occur jnintly with' sutticlent
frqueney, the one which, to begin with, did not cause & respangeé, begins

to do 80 (Bell alone causes sallve.non) This is shown dlaya.lmticauy ing
f:g. 1fc), end 1s.perhsps the ‘simplest type of leerning behaviour that has ;

- Been studled An animels, though it has not been investigated in a simple

1solated preparation as the dlagram might suggest. Uttley (1964, refs. 22
and 23 has clarified the prineiples of operstion of such mechanisms and -
bullt condttional provability devices which show me same properties af .
learning and inference. ] ¢
Now the simple feedback dxagram in f:g. ifa) has a single mput channel,
fig. 1(b) and (c) have two inputs, and Uttley's machine has up to five In--
puts; but a Iuman brain has.something 1tke 3 x 10° sensory nerve fibres:
leading into 1t. If it could ve supposed that a milllon or so devices llke

-that of fig, 1(c) would dgal with the sensory inflow one would be well

satlsfled with the understanding gained from this approach. but this is not
s0. The essential operation in & conditional probebility device 1s to

' measure the frequency of gccurrence of combinatigns of activity in the In-'

put. Now 1f the number of binary inputs is increased from two co a minim
the’ number of possible combinations is increased from 22 to 2®miliion);
arrengement like that of fig, 1(c] takes one less far than at first sigm
appears, I think it follows Irom this conslderation that’ conditlonal pDo-~

- bability machines cannot be fed with raw sensory Information, and the

problem of’ digesting or processing the sehsory information entering the
braln 1s an important one. Furthermore, modern electrophysiological
bechniques are making 1t possivle to- record from nerve cells at various
levels in the sensory pathways, so this is a problem which 18 becominz
accessible to experimental investigation.™

In this paper [ have first tried to make rough estimates of- the rat:& at
which information flows into the human brain. It 1s then suggésted that an
essential step in organising this vast inflow'ls to derive signals of high

‘relative entropy from the highly redundent sensory messages. For this some-

thing similar to the optimal codes discussed by Shannon (1849, -ref. 18)

" needs to be devised for the sensory input, and the steps required to 40

this. are considered. Finally, a modified form of such recoding i& proposed,’

~ some evidence that it occurs 1s-brought forward, ‘and it 1s suggested that

the 1dea may be extended to cover some of the processes going on 1n cm—-
sciousness and called reasoning or intellligence.

(?4-909) o . S 830



1. THE SENSORY INFLOW

. fa) Probertzes of Nerve Fibres b. ' o

We are equlpped with sensory 1nstr-.nnencs of ‘astonishing sensitivity and’
versatility which supply information.about the environment to the central
‘nervous systems. This Informatlion is carried along nerve fibres, an and since a
good deal 1s-known-about what these fibres can and cennot do, one ‘can der;,ve

Can approximte upper 1imit to the rate at which Information enters the

brain. If the simple assumptions are made that (1) the maximum frequency of
impulses 1s 700/sec, and (11) In, 1/700th. $ec a nerve can only be used to
indicate the presence or. absence of an impulse, then the maximum rate &t ’
which it can transmit information 1s' 700 bits/sec., Mackay and MeCulloch

" (1952, #ef. 16) point out that the nerve might be used more efficlently if,

instead of detecting the presence or absence of an lmpulse. the intervals

' between impulses aré¢ used ‘to convey information. Using such pulse interval

modulation, and assuming (1) accuracy of estimation of intervals of

0.05 msec, (11j a minimum interval of 1 msec, they. give the maximum capecity
28 2880 bits)sec, This would Tequire a mean frequency’ of 670 impulses/sec,
but at a mean frequency of 50/8ec, such pulse interval modulation 86111
‘allows 500 bits/sec to be tranamitted, These figures are actually too low,

X . because Mackay and McCulloch Incorrectly assumed tly.t ‘the optimm distribu- '
- . tion of ihtervals was unliform instead of exponential' however, 1f the other
) assumvtlons are granted, they show clearly that a single nerve fibre could

be used to transmit information at a rate well above 1000 bits/séc. . -

The total capacity of the sensory inflow appears to be above 3 X 109
bit.s/sec, but it is eertain that nothing like the. rull capacity 1s utilised. -
The mean frequency of Impulses must be far below the ¢ptimum; peripheral .

<, nerves appear to use pulse frequency rather than pulse interval modulation,

80 that there will be high serial correlations between the values of inter- )
Nals; rurthemore, there are genera.lly considerable overlape in the pick-up
areas of neighbouring fibres, which are therefore bound to show correlated
act.ivit.y. Finally, the figure for the perromance of a nerve fibre given
above might be approximately true for the large diameter fibres, but those
of smaller diameter, which make up 2. large fraction of the total number,
mugt have - smallef capacity. It would be purée guesswork to try to allow

. tor these factors, but one can get indications or the ntllised capacity from
_two other sources.

‘ {b} Sensory Ability

. Je.cobsm (1950, 1951 refs, 13,14) has made estimates. of the 1nrormatlonal
capacity 8f the ear and the eye. For the ear he calculated 50,000 bits/sec

'~ from the number of discriminable pitches (about 1450). the number of discri-

minable intensities at each pltch (average about 230), and the time required

A - '
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to make such ciseriminations (1/4 ‘'sec). This does not make any allowa.nce

. for nagking - the observed. fact that-the presence of one tme interferes

with the perception of other: t.ones. Jacobson calculated that this would
reduce the Information capacity by a factor ot about six, bringing it )
.down.to 8,000 bits/sec. Now there are 30,000 nerve-fivres frof the ear, so ‘
each tibre must carry an average of about 0.3 bits p3r sec.

For the eye he calculated from published data of centrdal and perlpheml e
acuity that there were 240,000 resolveble elements In the visual fleld (he.
seems to omit & racr.or of two in the integration, but this 18 perhaps com=
pensated by the rather high flgure for acuity which he uses). He supposes '
that each element can’ Ue discriminated at two lnuenslties, with an average

-temporal resolution of 1/18 sec. -These rigures give 4.3 1 10% bits/see. In

the optic nerve there are Just under a million fibres, so0 about 5:bits/sec
are conveyed on the average by each fibre,
These are crude estimates. 'For ingtance, no account has been taken of

© colour discrimination, or of the ability to localise a sound by binaural -

‘effect and judge depth by sterecscopic vision, Mevertheless, .they are pro-
bebly of the Tight order of magnitude and they are probably good encugh to
Justifty the claim that optic nerve flbres carry much more information then

" those of the a,udltm‘y nerve. This may be significant and will be !'e*terred
. to later. .

These figures suggest that total sensory inflow along the thrae million
-sensory fibres 1s rather under 107 bits/sec. :

(¢} Commmication bandwidths

-The capacity of the commnication channels engineers need to transmit
auditory and visual signals is clesrly related to the capacity of the
sensory pathways. Engineers, in the interests of economy, may be expécced‘ -
to try to use the narrowest bandwidths which will satisfactorily load up -
the sense organs involved, and reciplentys may be-expected to insist that
suth satisfactory loading 1s not-too lar short of normal loading. ’

Ten k.c. bandwidth at 40 d.b. signal noise ratio.give a good quality
auditory signal, and has a capacity of 133, 000. bits/sec, This 1s more th’a.n"
ten times Jacobson's ﬂnal ngure for the capacity of the ear (8,000 bits/
sec}), and the discrepancy is presumbly due to (1) the transmission of

‘relative phases of the frequency components, which gives information not -’

utilised by the ear - at least in the type of disci'lminaucm taken account
of by Jacobscn; (11) the fallure of the engineer o exploit the loss of
efficiency of the éar which results from masking. ) '
A sa.f.istactory 400 line t.elevision picture requires three megacycle
bandwidnh at about 10 d.b. signal‘noise ratio, and this corresponds to
1.2x 10 bits/sec. One is much more aware that such a television plcture -
falls short of one's normal visual signals than one 1s In the case of a

(94008) - : ‘ Bag




/

.10 K.c. 40 4., auditory signal because 1t does not 11l the visusl field,
and lacks detall and colour, but: it 1s.still more than double Jacobson's
estiml:a of the aye's capacity. In this case the most notable matching

‘ errurs are the fatlure to exploit (1), low peripheral acuity Of the eye,

(n) reduced temporal and spatlal resolvms ‘power in low Intens}t.y reglons. .
of the  Imagd. ‘

- Engineers seem to require § - 10 blts/sec channel ‘capaclty per nerve
fibre to losd up our.sensory pathwaye, but the discrepancies between this
tigure and those obtained from direct estimates of sensory abilities can
-prabebly be attrivuted to poor matcnlng. ‘

. . 4
(d} Time of stomge S

"ot dnly is’ t,he input to the nervous system enormous, but some. at
_least, of the messages recelived are stored for very long perlods. Most
_people. would agree that sensory impressions can be recalled after a lapse
of, . say, 70 70" Years, and sometimes a person can produce objective ev.‘ldence of,
the: sccurecy of his recollecticns. In addition there are, of course, meny
. 'sensory impressions which camnot be recalled, but which have, nene the
© 1ess, left thelr mark: we do not remember the successes and fallures by
which we ac¢quired the correct usage of 'yes' and 4no‘, but this correct
usage 16 often retained beyond the retiring age. If one allows for e
years of waIung 1life, the total sensory input is somethmz itwe 10! bins.

Complete storags or all this lnformation 1s nelcher 11kely to be ‘possible

nor, of egurge,  1s it what 1s needed,

(e) Faté of Sensory Information . L ;
The rest of this paper is about & suggested plan or storing and display-

ing this enormous- sensory input, but ore must tirat have some idea of the -

use that is made of the sensory information and the neural equipment which
is évallable for dealing with 1t According to Cralk (1942, ref. 4) the sen
sory information is used to bulld up a model of the external world which

. provides & basis for determining what course of action 18 most likely 0

lead to the survival of the Individual and his speclés; That is-a brief
snswer to the first question, and it also glves the answer to ariother fact
which might otherwise be puzzling. A ‘man can only make decisions on the
basis of sensory information at a maximum rate of abqut 5 to 25 bits/sec.
(Hick, 1952 ref.11 Quaste], 1068, ref.18): why, then, does he need a
sensory input of 10’ bits/sec.? Cralk’'s answer would probably hive been
‘that the- greater the sensory input the more complete and accurate the .
model, and hence the surer its basis for planning survival, .

. - The question of the equipment avallable can also, because of.our I.mor-
rence, be:answered ‘driefly., There are some- '1010 interconnecting nmerve cells

" in the céntral nervous system, and quite a large p_ropo:fuon ,0f thent mst be .

N T e
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" available for r.he tesk of dealing with the sensory mput; ‘and buuding up’

the ‘model. We are only beginning to detei'mine the properties.ol these
cells; it has been known that their m\g prncesses transnit informatlon as
all-or-none lmpulses for more than 114y years, tut how information 1s
stored 1s not yet underscood. In what follows I shall be talking abouc N

- what the nervous system does rather than how it does it, 5O our- {gnorance '

of the method. of gtorage of lriformation ls net too serlouss The ‘problem ‘ /
might be discussed abstractly, but for the sake of a definite model - ahe can

‘think of each nerve cell having "excitation laws" which determine the con-
.ditlons under which 1t becomes active, and suppose that these laws can be

changed so that it becomes active in response to a different set of .
pattemns of actlvity In thie nerve cells i contact with 1t. The excitation

" laws for all the neuranes would then form @ store of ‘information and the .

current display would consist of the pattern of nerve cells which are

_actually transmitting impulses down thelr long processes at any gJ.Ven

v

momenite
With this model in mingd the problem is: whnt. should the excit.a,uon 1aws .

- of the neurmes be, and hw should they be a]&erab;e. inorder that the
. display of acr.ivny shall help the individual and species to survive in

the altuatiun giving rise to the current sensory input? To avoid basing
the argument on uncertain. preconcepuons 0f what the brain does,- one could
put it in more general . terms. in t.hia way. The B&m;r,e of nervohs impluses
reaching the nervous -aystem. seems to be xmms&mgeably large; how should & -
selection of this activny be made for current. dxsplay and future ’
reference? : . ) .

2" oammsu‘ron OF THE smsom! I"NPUT

'

'nta proposition is that the mitial se).ection is peri’ormed according to

. those statistical properties of the past sensory messages which detemme :
"how much mfomation particular ‘impulses convey. It 18 supposed that the

8ensory messe.aes are submitted to a successlon of re-coding operations
which result in rediction of redundancy and increase of relative entropy

"' of_the messages which get through. Ideally one might imagine that en-

optimal code s constructed, so that the output, or *display” of currént
input, has no redundancy, reldtive entropy 1, and carries all the informe=

“tion oI the input, This 1dea.1 obviously cannot be reached, tut the re-
-.coding operations are supposed to. tend towards the ideal: that is, outp'uts

are derived from the input, which have high relative: ent.ropy and carry a.s

fnmeh of its Information as possible,

Shannon has shown that it 1s possible in prim!ipie to obtain near
optlml coding if a surticlent number of messages 0f & glven lengwu have '

" ocourred to give lmwledse of the st.ausucal stmcmre of the mssages.

(oa09) . 545
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and 1 delays are permitted bemen mpur. and output. Fano and Huffman

(1953, ref.'13) have described procednres for constructing such codes. The .
tirst steps are to de!'me what shall®constitute a single message and then
to measure the frequency of occurrence of all possible messages of this

- ‘class. Clearly the class ¢annot be the whole of the sensory .input co the, -

brain up to.a particular moment, for this message has only occurred once,

. The _input must be sub-dlvided in timg, and first conslder the gperation
“reqiilred to re~code messages of duratfon, say, one second. The capaclcy of
- the ‘input channel has been shown to be about 3 x 10° bits)sec, which

correspondg to 1o{thousand mllllm) pobsible messages per second. If one
takes account of the restrictions shich reduce the utilised capacity to
some 107 bits/sec,, and considers messages of one-tenth second duraticn,
there are stfll same 10°00000 posgiblé messages. It would clearly be hope-
less to devote neural squipment to the counting of sach possible message,

“ for 1t is highly improbtable that any single message will be exactly
‘repeated gnd most of such 'equiment would be unused at death. This 1s,

essomtially. the same dltticulty that was levelled. against the ldea t;har.
conditional probability devlces could be served ‘wWith mproceﬂsed senaory
data, Dot when ope cansiders optimal coding there 'is & possible solusion,

.. Because the.code ls reversible, 5o information is lost by Te-coding small
" . sections of the sensory Input. mdépendmtly, and. such preummar:v re-codmg
. will enable the whole méssage §o be passed down a channel of smaller

»

capaclw, end thus racnit;ace ‘subBequent steps.
- The 'idea is best illustrated by considering the order in which different
types of redundancy might .be mcmmmad. and eiiminsted, during the -

/ successive re-coding operations, First there is the very large amount which
results from the ineffictent ut‘.lllaat.ion of peripheral nerve fibres. LOOK-
- ing only at the nerve lmpulseg &s they arrive, it would be found that

impulses. occurred at dirrerent mean rates. in different fibres and in all .

‘of them at rates well bslow the optimal frequency for information trans~
-mission. This type of lnefficlent utillsation of a sét of commmication

channels 1s.2 fom ‘ot redundancy, but, for reasons discussed later (Seeuon
4) 1t may be less important to eliminate r.ha.n other forms: for the moment ~
ane can conslder the capacity of a herve fibre as datemined. pot by maxi-
mum frequency df‘ impulses, but by the mean frequency at which they oceur,
Next, stlll looking only at the impulses as they rdach-the cencra.l

' nervous system,- 1t would be found that mpulses 40 not occur completely at

random in time but tehd to follow ¢ne another &n sequences and bursts the-

" first re-coding operation might be a mechantsm which - reduced the serfal -,

torrelations go that the same amount of information was carried by fewer
inpulses. In addition 1t would be found that certsin’ groups of nerve
fibres tended to becatie. active at the same time, ’mese would be fibres
vhose receptive fields on the sensory surface- overlapped ‘so that this
part.icular form of redundancy results- from: the mat.mnical properues of-

~
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nbres and sense organs, Just as the serial cofrelations in time result ron
the fact the -Intensity of a stimulus 1s codeq as rrequency of mpnlses &t
the sense Organs.

These first steps, thenm, would reduce the "orderliness in the sensory
messages which results from characteristics of the sensory apparatus. But 1t
this orderliness can be eliminated, so can that resulting from the charac-
teristics of the environment which is. providing these stimuli. I-;or instance,
it will often happen that a stimulus covers more.than & single | point on the
sensory surface and therefore causes activity in a group of fibreg la'éger
than those whose receptive fields overlap.. Advantage tould be taken; of this
to reduce the mmber of impulses reguired to convey. information about such-g
stimulus. Again, & stimulus will often be mved across a sensory surface

.causing excitatiaon in ‘sequences of nerve fibres. Such repeated, ordered,

sequences of activity would be a form of redundancy which could be redyced
by suitable re—coding. In fact, any pattern of stimuli which represents a .
departure from complete rendamess.~ such as simultaneous stimuli at dirferént

~ points on the sensory surface, stimilf which are maintained for long dura-

tion of t.ltne, ordered sequences or cycles of stimuli - present an gpportun-

.1ty of reduting the magnitude of the sensory Inflow Ry suitable re~coding.

It 1g clear that many ef the complex features of our enviromment vwill come
into this category. For Instence,’ the stimull which result from ah snimel's
parents or its habitat are repeated Irequently, and economles could be

* gffected by reducing the space 1n the seneory representation occupied by

these familiar stimuli and allwmg more space for the mrrequent and
unexpected stimull. -
1t is suggested, then, that the processing or organi tion or sensol"y ‘

. ‘messages 1s carried out by devising & succession of optifal or near-optimal
. codes adapted to the messages which have been- received. In the early stages

the total inflow will be sub-divided into many smell sections, presumably
taking in each section the messages comingsalong neighbouring fibres during
& short interval of time. In the later stages the coded outputs will be
re~pixed, possibly with the addition of delayed inputs (as utilised by
Uttley in conditional probability devices) to allow detection of movement
and other ¢rdered sequences of activity, and then will be sub~divided again

. into smRl) sections. Thus in the laver SMB&S ﬂle nerve messages being

re-coded may be derived from more and more remote parts of the sensory in-
flow and may slso came from sensory stimull more and more separatéd from
each other In time of occurrence. It will be seen that at each Stage stor'sge
of some of the sensory Information 18 required in order to construct the '
optimal code, and thus the code itself farms a kind of memory.

Now the 1dea that our brains detect order in the environment is not new.
Empiriclst philosophers have talked ¢f percépts being associated sense

" impressions, and of causality corresponding to invarient- succession of

sense impressions. Behaviourists hava emphaalaed the lmportance of

(94‘009) L . . . 545



“agsociation, and’ ‘Gestalt psychologzscs talk of ordering sensation according
%0 certain séhemata (though here there seems to. be some confudlon &8 to
whéther the ordered schemata are derived from sensations or imposed upon B
f.hem). Thus- the faot that our highér centres are much cmcémed with the

< pedundancy of the sensory messages has often been pointed out, but two

. aspsct:s of this fsct have not, I mmk. been so wtdelv recognized. First,
‘the de:ocv:zm of redunaancy enables the sensory messages- to be repreaenced

. or dlsplayed in-a more compact, form; and secand, the rem::tion ot redundancy
‘s a task wiich can be subdivided and performed in stages. Pigure 2 shows

* diagrammatically how the suggested scheme, of storege and display compares

" with more othodox representations of memory and consclousness, It will be
geen-that in the present schieme a large part of .the storage of informetion

" oceurs before the display - that 1s before. the level of re-coding which

- might. correspond to conscious awareneés of sensory stimuli, The re-cudlng

. 18 supposed to continue at consclous levels, S0 some of the mromatim
rr‘eachmg conscicusness is also stored, but-thié would. only be suffi-

eient. first, ‘To enable the process ot bunding up the edde to continue,
~and. second {0 enable. "usetul®. association to be made between motor acts and -
feat,ures, of the. current sensory input (e.g. between salivetion and bell). . a

: ||||||m|||
- Vorious  filters -
tmr\sformataa\s etc

i

et Ng.e. magram conr.mtmg memory after cunsclousneu in orthodex scheme with

orage before display in optimal coding scheme
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1t seems a help to consider the processing of sensory information as '
optimal oF near-optimal coding for two reasens. Practically, 1t enables the
subject to be approached along the firm path of sensory physiology instead
of through the shifting sands of consclous introspection end philosophy. -
‘And conceptually it shows & way ln which complete mental acts, which seem -
appalling in:their complication and perfection, may be sub-divided into a
succession of mich simpler operations; this. is clearly a prerequlslce for
gaining an wnderstanding of the physiological basis of mental function.

It is worth noting that the possibility of sub-~division rests on
ghannon!s proof of the possibility of near-optimal coding; 1f the early
transformations of the sensory information were not reversivle, redundant
features which are detected later might be lost: and if the earlier trane-
formations did not Increase the relative entropy of the xessages, thsy
would not facilitate the detection of higher order redundancy.

3. DESIRABILITY OF OPTIMAL CODING

" In the last section an cutline scheme for dealing with the enormous
sensory inflow was suggested. I thls section some reasons for the desir-
ubility of optimal coding are put forward. It will be argied that It 1s
desirable on the grounds of accessibllity, stability, and economy, and
because it requires storage of information sufficient to form a model of -
the animal's environment.: Of course, such arguments for 1ts desirability are
not sufficlent reasons for believing that it actually occurs,

(a) Accessibility,

Optimal coding will Improve the accessibility of information in tWwo ways.
" Firat, the capacity of the display required for the current sensory input .
will be decreased. This simplifies the task of finding useful associations
Just as reducing the size of a haystack simplifies the task of finding
needles, The gecond way 18 less obvious. In messages of high relative .
entropy, the probability of a given message occurring is close to the pro-
duct of the probabilities of the Individual signs which meke it up. Now a
dog feeds once or twice a day, and when looking for sensory correlates of .
sallivation 1t would not be worthwhile to search among combinations of
individual signs whose probabllity of Joint occurrence was 80 low that they
‘would be expected only, say, ance a week, mor amongst those whose probabllity
was so high that they would be expected, say, once an hour. If the input to
a conditional probabllity device is known to be of high relativ  entropy, .

great econamies of design are possible. -
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