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Preface

The successes of both Modular FORTRAN 77 and Modern FORTRAN 77/90 and
the resulting user feedback from these texts provided invaluable insight into the
needs and diversity of the community of FORTRAN instructors.

On the positive side, there was almost universal agreement that FORTRAN
is still one of the most powerful and easy to use high-level computer languages
available for engineering and scientific applications. Certainly this viewpoint is
significantly enhanced with the addition of pointers and targets in the new FOR-
TRAN 90 standard, which adds to FORTRAN the additional features of dynamic
memory allocation that Pascal and C provide.

The second, almost universally agreed upon point was that FORTRAN should
be taught using the modular programming techniques that have been developed
over the thirty years since FORTRAN was commercially produced. These, of
course, are the same principles emphasized in all structured languages. But there
the agreement seemed to end and widely varying opinions began.

For example, about half of the professors helping in the development of the
previous texts felt that formatting should not be introduced until late in the text;
while the other half insisted that formatting should be introduced early. Simi-
larly, many reviewers indicated that they required the use of the WRITE state-
ment, while just as many insisted that the WRITE statement be avoided in favor
of the PRINT statement, to sidestep the need for explicit output unit numbers.

Yet nowhere was this diversity of opinion more apparent than regarding
how modularity should be introduced. Many FORTRAN instructors seem to
either want, or be willing to tolerate, an introduction of modular concepts as
early as possible in the course, but under a host of conditions. Others insisted
that modular concepts be introduced on “day one” of their course, and sustained
throughout the semester. This lead to two distinct books—Modular FORTRAN
77, which provided a more flexible approach to when modular concepts had to
be introduced, and Modern FORTRAN 77/90, which adhered to a “day one” ap-
proach. This edition is a continuation of the more flexible approach adopted by
Modular FORTRAN 77, but with many new features. Based on this approach, the
introduction of modular concepts was written so that a variety of professors
could mold it to their own way of teaching and to the requirements of each class.

Features Providing Flexibility

Modularity. This book, like its Modular FORTRAN 77 predecessor, was written
to provide a flexible tool to allow each instructor to teach FORTRAN as a modu-
lar language to the extent and at the pace desired. As one reviewer of the first
edition put it, “The book has successfully managed in Chapter One to introduce
the concept of modularity in a painless and effective manner.” After Chapter
One, the book provides a flexible tool that each professor can use in a variety of
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ways, depending on how much modularity they want to introduce, and when they
want to introduce it. The Enrichment Section at the end of Chapter Two pro-
vides the means for introducing the passing of arguments early in the course.

PRINT and WRITE Statements and FORMATTING. The sections on the WRITE
statement, PRINT statement, and formatting provide the means of introducing
these topics early. For more advanced classes, any or all of these topics may be
introduced early in the course. Equally as effective, any or all of these topics may
be skipped until the classroom environment is ready for them. I would not myself
teach the PRINT and WRITE statements “back-to-back,” but I have tried to struc-
ture the text so that those who prefer to cover the WRITE statement early can
omit the PRINT statement, and those who would cover the PRINT statement early
can omit the WRITE statement. And in either case, explicit formatting can either
be initially included or omitted in favor of simple list-directed output.

New and Distinctive Features of this Book

In addition to the prime goal of providing flexibility to each instructor, this
edition contains a number of new and distinct features. These include over 100
new engineering-oriented problems, a section on the importance of libraries, and
a new chapter on matrices and Gaussian Elimination techniques. Additionally,
the following features, some of which have been retained from the first edition,
are contained in this text:

ANSI FORTRAN 90 Features. Unlike the first edition, in which FORTRAN 77
was used throughout the text, FORTRAN 90 features are integrated and high-
" lighted throughout this edition. Although the new standard recommends that,

except for FORTRAN 66 and FORTRAN 77, the name of the language be spelled
as Fortran, we will use the notation FORTRAN 77 and FORTRAN 90 for consistency.

Lab Projects. Chapter 15 contains a set of lab exercises for the prior chapters.
Although some of these projects were contained in Modular FORTRAN 77/90,
most of them are new. All of them require a deeper understanding of FORTRAN
and necessitate an integration of input, processing, and output concepts for their
completion. They require the students to prepare a documented and formatted
report in a professional manner. Both sample data and report structures are provided.

Enrichment Sections. Given the many different emphases that can be applied
in teaching FORTRAN, I have added a number of Enrichment Sections to most
of the chapters in this text. These allow you to provide different emphasis with
different students or different FORTRAN class sections.

Applications. Engineering and scientific examples are used throughout the text
to both motivate and illustrate concepts presented in the text. Additionally, the
majority of the chapters have a section consisting of two specific applications
relating to the material presented in the chapter. I believe the mix of applications
both heighten the interest of students and reinforce software engineering concepts.

Exercises. A wide range of exercises are included at the end of almost every
section, rather than just at the end of each chapter. They range from skill builders,
to programming assignments, to debugging exercises. In addition there are many
program modification assignments and over 100 new engineering oriented problems.
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Program Testing. Every single FORTRAN program in this text has been suc-
cessfully compiled and executed by myself. The majority of these are included on
the diskette provided with the text..

Comparative Charts for Different Compilers. Throughout this text I have
tried to allow for differences between the different computing environments in
which FORTRAN can be taught. As a result, I have displayed these differences in
a table whenever a significant variation seemed to occur.

Readability. The one thing I have found most important in my own teaching is
regardless of the subject being written about, it must be written so that students can read
it. As a result, I have taken every precaution for this material to be clear, unam-
biguous, and deliberate.
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Introduction to Programm’..,
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process of writing these instructions in a language that the computer can respond
to and that other programmers can understand. The set of instructions that can be
used to construct a program is called a programming language.

On a fundamental level, all computer programs do the same thing; they
direct a computer to accept data (input), to manipulate the data (process), and to
produce reports (output). This implies that all computer programming languages
must provide essentially the same capabilities for performing these operations.
This is indeed the case and the fundamental set of instructions provided by such
high-level procedure-oriented computer languages as FORTRAN, BASIC, COBOL,
and Pascal is listed in Table 1.1. The term high-level refers to the fact that the

Process
- the Data

Figure 1-1 All Programs Perform the Same Operations
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Table 1-1 Programming Language Insfruction Summary
R E———— S C B S e L e e e ]

statements in these languages resemble English statements. The term procedure-
oriented refers to the fact that these languages are primarily used to describe
procedures for producing specific results.

If all programming languages provide essentially the same features, why are
there so many of them? Simply because there are vast differences in the types of
input data, calculations needed, and required output reports. For example, scien-
tific and engineering applications usually require high-precision numerical outputs,
accurate to many decimal places. In addition, these applications typically use
many algebraic or trigonometric formulae to produce their results. For example,
calculating the bacteria concentration level in a polluted pond, as illustrated in
Figure 1-2, requires evaluation of an exponential equation. For such applications,
the FORTRAN programming language, with its algebra-like instructions, is ideal.
FORTRAN, whose name is an acronym derived from FORmula TRANslation, was
commercially introduced in 1957 and was originally designed for translating
formulae into computer-readable form. It was the first high-level language to be

Figure 1-2 FORTRAN is Ideal for Scientific and Engineering Applications
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developed. The current standard for FORTRAN, commonly referred to as FOR-
TRAN 90, is maintained by the American National Standards Institute (ANSI).

Algorithms

P ——

Before a program is written, the programmer must have a clear understanding of
what the desired result is and how the proposed program is to produce it. In this
regard, it is useful to realize that a computer program describes a computational
procedure.

In computer science, a computational procedure is called an algonthm
More specifically, an algorztbm is j}cﬁned as a step-by-step sequence of instruc-
tions that describes how a computation is to be performed. In essence, an algo-
rithm answers the question, “What method will you use to solve this computa-
tional problem?” Only after we clearly understand the algorithm and know the
specific steps required to produce the desired result can we write the program.
Seen in this light, programming is the translation of the selected algorithm into a
language that the computer can use.

To illustrate an algorithm, we shall consider a simple requirement. Assume
that a program must calculate the sum of all whole numbers from 1 through 100.
Figure 1-3 illustrates three methods we could use to find the required sum. Each
method constitutes an algorithm.

Figure 1-3 - Summing the Numbers 1 Through 100
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Clearly, most people would not bother to list the possible alternatives in a
detailed step-by-step manner, as is done in Figure 1-3, and then select one of the
algorithms to solve the problem. But then, most people do not think
algorithmically; they tend to think heuristically or intuitively. For example, if
you had to change a flat tire on your car, you would not think of all the steps
required—you would simply change the tire or call someone else to do the job.
This is an example of heuristic thinking.

Unfortunately, computers do not respond to heuristic commands. A gen-
eral statement such as “add the numbers from 1 to 100” means nothing to a
computer, because the computer can only respond to algorithmic commands
written in an acceptable language such as FORTRAN. To program a computer
successfully, you must clearly understand this difference between algorithmic
and heuristic commands. A computer is an “algorithm-responding” machine; it is
not a “heuristic-responding” machine. You cannot tell a computer to change a
tire or to add the numbers from 1 through 100. Instead, you must give the
computer a detailed step-by-step set of instructions that, collectively, forms an
algorithm. For example, the set of instructions

Set n equal to 100

Set a = 1
Set b equal to 100
Calculate sum = (n(a +# b)) / 2

Print the sum

forms a detailed method, or algorithm, for determining the sum of the numbers
from 1 through 100. Notice that these instructions are not a computer program.
Unlike a program, which must be written in a language the computer can re-
spond to, an algorithm can be written or described in various ways. When En-
glish-like phrases are used to describe the algorithm (processing steps), as in this
example, the description is called pseudocode. When mathematical equations are
used, the description is called a formula. When pictures that employ specifically
defined shapes are used, the description is referred to as a flowchart. A flowchart
provides a pictorial representation of the algorithm using the symbols shown in
Figure 1-4. Figure 1-5 illustrates the use of these symbols in depicting an algo-
rithm for determining the average of three numbers.

Because flowcharts are cumbersome to revise, the use of pseudocode to
express the logic of an algorithm has gained increasing acceptance in recent years
among programmers. Unlike flowcharts, where standard symbols are defined,
there are no standard rules for constructing pseudocode. In describing an algo-
rithm using pseudocode, short English phrases are used. For example, acceptable
pseudocode for describing the steps needed to compute the average of three
numbers is:

Input the three numbers into the computer
Calculate the average by adding the numbers and
dividing the sum by three

Display the average

Only after an algorithm has been selected and the programmer understands
the steps required can the algorithm be written using computer-language state-
ments. When computer-language statements are used to describe the algorithm,
the description is called a computer program.

From Algorithms to Programs
—_— e v =

After an algorithm has been selected, it must be converted into a form that can be
used by a computer. The conversion of an algorithm into a computer program,
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Input
Values for
A B, and C

Calculate

‘ Figure 1-5 Flowchart for
: : ' - Calculating the Average
Figure 1-4 Flowchart Symbols of Three Numbers

using a language such as FORTRAN, is called coding the algorithm (see Figure 1-6).
Much of the remainder of this text is devoted to showing you how to code algo-
rithms into FORTRAN.

Program Translation

Once a program is written in FORTRAN it still cannot be executed on a computer
without further translation. This is because the internal language of all computers
consist of a series of 1s and 0s, called the computer’s machine language. To gener-
ate a machine language program that can be executed by the computer requires
that the FORTRAN program, which is referred to as a source program, be trans-
lated into the computer’s machine language (see Figure 1-7).

The translation into machine language can be accomplished in two ways.
When each statement in a high-level-language source program is translated indi-
vidually and executed immediately, the programming language used is called an
interpreted language, and the program doing the translation is called an interpreter.

When all of the statements in a source program are translated before any
one statement is executed, the programming language used is called a compiled
language. In this case, the program doing the translation is called a compiler.
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Figure 1-7 Source Programs Must Be Translated

FORTRAN is a compiled language. Here, the source program is translated as a
unit into machine language.

The output produced by the compiler is called an object program. An object
program is simply a translated version of the source program that can be executed
by the computer system with one more processing step. Let us see why this is so.

Most FORTRAN programs contain statements that use prewritten library
routines for finding such quantities as square roots, exponential values, and other
mathematical functions. Additionally, a large FORTRAN program may be stored in
two or more program files. In such a case, each file can be compiled separately.
However, both files must ultimately be combined to form a single program before
the program can be executed. In both of these cases it is the task of a linker
program, which is frequently called automatically by the compiler, to combine all
of the library routines and individual object files into a single program ready for
execution. This final program is called an executable program. (See Appendix A for a
complete description of entering, compiling, and running a FORTRAN program.)

Skill Builder Exercises

1. Determine a step-by-step procedure (list the steps) to do these tasks:
(Note: There is no one single correct answer for each of these tasks. The exercise
is designed is to give you practice in converting beuristic commands into equiva-
lent algorithms and making the shift between the thought processes involved in
the two types of thinking.)

a. Fixa flat tire

b. Make a telephone call
c. Log in to a computer
d. Roast a turkey

2. Are the procedures you developed for Exercise 1 algorithms? Discuss
why or why not.

3. Determine and write an algorithm (list the steps) to interchange the
contents of two cups of liquid. Assume that a third cup is available to hold
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the contents of either cup temporarily. Each cup should be rinsed before
any new liquid is poured into it.

4. Write a detailed set of instructions, in English, to calculate the resistance
of the following resistors connected in series: n resistors, each having a
resistance of 56 ohms, m resistors, each having a resistance of 33 ohms,
and p resistors, each having a resistance of 15 ohms. Note that the total
resistance of resistors connected in series is the sum of all individual
resistances.

5. Write a set of detailed, step-by-step instructions, in English, to find the
smallest number in a group of three integer numbers.

6. a. Write a set of detailed, step-by-step instructions, in English, to calcu-
late the change remaining from a dollar after a purchase is made.
Assume that the cost of the goods purchased is less than a dollar. The
change received should consist of the smallest number of coins pos-
sible.

b. Repeat Exercise 6a, but assume the change is to be given only in
pennies.

7. a. Write an algorithm to locate the first occurrence of the name JONES
in a list of names arranged in random order.
b. Discuss how you could improve your algorithm for Exercise 7a if the
list of names was arranged in alphabetical order.

8. Write an algorithm to determine the total occurrences of the letter e in
any sentence.

9. Determine and write an algorithm to sort four numbers into ascending
(from lowest to highest) order.

1.2 Introduction to Modularity

A well-designed program is constructed using a design philosophy similar to that
used to construct a well-designed building; it doesn’t just happen, but depends
on careful planning and execution for the final design to accomplish its intended
purpose. Just as an integral part of the design of a building is its structure, the
same is true for a program.

In programming, the term structure has two interrelated meanings. The
first meaning refers to the program’s overall construction, which is the topic of
this section. The second meaning refers to the form used to carry out the indi-
vidual tasks within the program, which is the topic of Chapters 4 and 5. In
relation to its first meaning, programs whose structure consists of interrelated
segments, arranged in a logical and easily understandable order to form an inte-
grated and complete unit, are referred to as modular programs (Figure 1-8). Not
surprisingly, it has been found that modular programs are noticeably easier to
develop, correct, and modify than programs constructed otherwise. In general
programming terminology, the smaller segments used to construct a modular
program are referred to as modules.

In a modular program each module is designed and developed to perform a
clearly defined and specific function. This function can be tested and modified
without disturbing other modules in the program. The final program is then
constructed by connecting as many modules as necessary to produce the desired
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Figure 1-8 A Well-Designed Program Is Built Using Modules

result. Unfortunately, each programming language has its own specific name for
modules. In FORTRAN, a module is referred to as a program unit.

Program Units
| -t

A program unit is essentially a small program in its own right. As such, a pro-
gram unit must be capable of doing what is required of all programs: receive
data, operate on the data, and produce a result (see Figure 1-9). Unlike a larger
program, however, a program unit performs only limited operations. Typically,
each program unit performs a single task required by the larger program of
which it is a part.

A complete program is constructed by combining as many program units as
necessary to produce the desired result. The advantage to this modular construc-
tion is that the overall design of the program can be developed before any single
program unit is written. Once the requirements for each program unit are
finalized, each unit can be programmed and integrated within the overall pro-
gram as it is completed.

Operations
on the Data

Figure 1-9 A Program Unit
Receives Data, Operates

on the Data, and Produces
a Result



1.2 Introduction to Modularity n

FORTRAN provides three common types of program units: the MAIN, SUB-
ROUTINE, and FUNCTION types.! Each of these program unit types performs a
specific type of task. We shall learn and use all of these unit types as we progress.

It is useful to think of a program unit, regardless of its type, as a small
machine that transforms the data it receives into a finished product. For ex-
ample, Figure 1-10 illustrates a program unit that accepts three numbers and
calculates their average to produce an output.

The MAIN Program Unit

A distinct advantage to using program units in FORTRAN is that we can plan in
advance the overall structure of the program, including making provisions for
testing and verifying the operation of individual units. We first determine the
individual tasks required of each unit, and establish how the units will be com-
bined. Only after the overall structure of the program has been designed is each
program unit written to perform its required task.

To provide for the orderly placement and execution of individual program
units, every FORTRAN program must have one, and only one, MAIN program
unit (Figure 1-11). This MAIN unit is frequently referred to as the driver unit,
due to its function of telling all other program units the sequence in which they
are to be executed.

Figure 1-12 illustrates a complete MAIN program unit. The first line in the
program unit, PROGRAM TEST, is called a header line. The word PROGRAM in
the header line identifies the beginning of a MAIN program unit. The word
TEST is a user-selected name for this MAIN unit. The rules for choosing your
own program unit names are presented at the end of this section.

The end of a MAIN unit is always designated by the word END, written on
a line by itself. Both words, PROGRAM and END, are examples of FORTRAN
keywords. A keyword is a word that takes on a special meaning when it is used in a

First Second Third
Number Number Number

Main Unit

You go first

You go next

You go last

Figure 1-10 A Program Unit That Figure 1-11 The MAIN Program Unit
Averages Three Numbers Directs All Other Units

! A fourth type, BLOCK DATA , described in Section 9.3, is rarely used.



