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Series Foreword

Artificial intelligence is the study of intelligence using the ideas and
methods of computation. Unfortunately, a definition of intelligence
seems impossible at the moment because intelligence appears to be an
amalgam of so many information-processing and information-represen-
tation abilities.

Of course psychology, philosophy, linguistics, and related disciplines
offer various perspectives and methodologies for studying intelligence.
For the most part, however, the theories proposed in these fields are too
incomplete and too vaguely stated to be realized in computational terms.
Something more is needed, even though valuable ideas, relationships,
and constraints can be gleaned from traditional studies of what are, after
all, impressive existence proofs that intelligence is in fact possible.

Artificial intelligence offers a new perspective and a new methodology.
Its central goal is to make computers intelligent, both to make them more
useful and to understand the principles that make intelligence possible.
That intelligent computers will be extremely useful is obvious. The more
profound point is that artificial intelligence aims to understand intelli-
gence using the ideas and methods of computation, thus offering a radi-
cally new and different basis for theory formation. Most of the people
doing artificial intelligence believe that these theories will apply to any
intelligent information processor, whether biological or solid state.

There are side effects that deserve attention, too. Any program that
will successfully model even a small part of intelligence will be inher-
ently massive and complex. Consequently, artificial intelligence contin-
ually confronts the limits of computer science technology. The problems
encountered have been hard enough and interesting enough to seduce
artificial intelligence people into working on them with enthusiasm. It is



natural, then, that there has been a steady flow of ideas from artificial
intelligence to computer science, and the flow shows no signs of abating.

The purpose of this MIT Press Series in Artificial Intelligence is to
provide people in many areas, both professionals and students, with
timely, detailed information about what is happening on the frontiers in
research centers all over the world.

Patrick Henry Winston
Michael Brady
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Preface

In this decade we have witnessed a phenomenal growth of interest
in expert systems—computer programs that codify the knowledge of
experts in diverse areas of science, engineering, medicine, and busi-
ness. These programs use qualitative modeling techniques, developed
in the subfield of computer science called artificial intelligence (AI).
Routine expert practice is thus codified, allowing knowledge to be
distributed, accumulated, and conserved in what is called a knowl-
edge base. The question naturally arises: Can we use a knowledge
base in a teaching program? With hundreds of knowledge bases al-
ready in existence, many university and industrial researchers ask,
“How can I adapt my existing expert system for use in teaching?”
Others ask, “I am planning to build an expert system; how should
it be designed to maximize its potential for teaching?” This book is
intended for such people, especially for those without formal training
in artificial intelligence, who wish to learn what simple methods will
allow.

While the problem-solving capabilities of today’s expert systems
are limited, and perhaps always bounded on philosophic grounds,
even simple knowledge-bases can have practical value for education.
Al programming methods allow uncertain, heuristic knowledge to
be efficiently represented so it can be easily modified and used for
multiple purposes. The first generation of knowledge-based teach-
ing programs exploit this methodology, automating instruction in
a manner that is easy to understand and obviously improves upon
traditional computer-aided instruction (CAI) programming.

Many good CAI programs provide a student with numerical sim-
ulations of physical and biological processes, which he can examine
and experiment with. Using the qualitative modeling methods of ar-
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tificial intelligence, we can now simulate problem-solving processes
as well. In this way, we can provide the student with a model of a
problem solver, which he might emulate in certain respects. For the
teaching program, this model, often augmented by descriptions of
non-expert methods, serves as a basis for understanding what the
student is doing as he solves a problem, enabling the program to
evaluate partial solutions and to offer assistance when the student is
uncertain what to do next.

Of course, it has been possible to use conventional programming
techniques to achieve these same capabilities to a certain extent.
However, such programming is tedious. The solution for each prob-
lem, for example, a patient to be diagnosed, must be hand-coded,
and the “course author” must anticipate and code responses for all
possible student solution paths.

Al programming techniques allow a remarkable degree of gen-
erality. First, a given knowledge base can be used to solve many
different problems, so each solution needn’t be individually coded.
A knowledge base can be used to teach an entire library of example
problems. Second, knowledge about how to teach—how to interpret
what a student is doing and how to respond to his needs—is encoded
as a second knowledge base. Since this teaching knowledge is sepa-
rate from the subject material, it can be reused for teaching problems
in different problem areas. As a software engineering approach, it is
obvious that knowledge-based tutoring, which allows one program
to teach multiple problems in multiple domains, is the wave of the
future. This book describes an architecture for implementing such
a program, made concrete by many examples of teaching rules for
directing an instructional dialogue.

The program described here, named GUIDON (pronounced
“GUIDE-on”), represents the first attempt to adapt a pre-existing
expert system for use in teaching. The underlying expert system is
no ordinary program; it is MYCIN, the first and most well-known
rule-based expert system. In this setting, MYCIN is a simulation pro-
gram, serving as a partial model of how a student should diagnose
a patient. MYCIN’s knowledge base is interpreted by GUIDON to
provide feedback as the student gathers information about a patient
and makes a diagnosis. This book describes what GUIDON does,
how it is constructed, and the benefits and limitations of its design.
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While this book focuses on the rule-based formalism for encoding
knowledge, the opportunities and limitations are applicable to other
expert system representations now in common use, such as frames
and semantic networks. The penultimate chapter analyzes MYCIN’s
knowledge in detail and makes these general lessons clear.

GUIDON was developed at Stanford University in the late 1970s,
as a PhD programming project under the direction of Bruce G.
Buchanan. We received much advice from researchers at MIT and
Bolt, Beranek, and Newman (BBN), who were developing their
own Al-based teaching programs at the time. This small commu-
nity of researchers quickly shared ideas and built on each other’s
work. GUIDON’s design was most strongly influenced by the elec-
tronic diagnosis program, SOPHIE (the effort of John Seeley Brown
and Richard Burton) and by the Socratic-style geography tutor,
SCHOLAR (the effort of the late Jaime R. Carbonnel and Alan
Collins). In particular, the form of GUIDON’s interaction with a
student, in which he gathers problem data and makes hypotheses,
comes from SOPHIE. The idea of encoding teaching knowledge as
“dialogue management” rules comes from SCHOLAR and its follow-
on, WHY. The idea of modeling a student in terms of an underlying
“expert” simulation program was developed in WEST by Richard
Burton. Finally, the program modules of a knowledge-based tutor
were first specified in the form used here by Goldstein in his coach
for the WUMPUS board game, a contemporary program whose de-
sign parallels GUIDON in several ways.

The final chapter compares GUIDON to other Al-based instruc-
tional programs. Knowledge-based problem solving in medicine is
contrasted with problem solving in formal domains such as mathe-
matics, board games, introductory computer programming, and elec-
tronics diagnosis. Problem solving in domains such as medicine and
business, lacking an axiomatic or formal model of how things in the
world work, places demands that restrict what can be accomplished
with expert systems technology today. These limitations are espe-
cially important for people who seek to apply expert systems tech-
nology to teach decision-making. Much of practical value can be ac-
complished, but the limitations must be understood for the methods
to be used responsibly and the greatest value to be realized.

In the years since GUIDON was constructed, an extensive effort
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has been underway to reconfigure MYCIN to provide a more effective
basis for a teaching program. This program, called NEOMYCIN, is
briefly described in Chapter 8, following the description of MYCIN’s
limitations. While GUIDON is limited by MYCIN’s design, there
are many lasting innovations that can be applied for constructing
knowledge-based tutors today. These tutors may perhaps use a very
different knowledge base representation, but much of the teaching
logic developed in the context of the simple, rule-based form of
MYCIN will apply.

e The architecture of GUIDON provides a good example of how
a complex knowledge-based tutoring program is constructed
(Chapter 2). This book describes specifically what knowledge
relations are used by the tutor (Chapter 3), the communica-
tion model which keeps track of what has been discussed and
helps the tutor focus the dialogue (Chapter 5), and the student
model which relates student behavior to the knowledge base
(Chapter 6).

e In GUIDON teaching knowledge is viewed as a separate,
domain-general form of expertise that can be codified in a
knowledge base in its own right (Chapter 4). This teaching
knowledge base is accumulated incrementally by experimenta-
tion, just as a domain knowledge base is developed by testing
an expert system on a library of cases. The basic idea is that
there are recurrent conversations in teaching, allowing knowl-
edge about how to interpret student behavior and how to re-
spond to be formalized to a useful degree. These “discourse pat-
terns” are stated and refined in a way analogous to the “disease
and therapy patterns” captured in MYCIN. Thus, this book
describes practical programming methods for capturing teach-
ing knowledge and refining it according to the knowledge-based
paradigm (Appendix D). These methods organize the teaching
knowledge so that it is is easy to change and provide a simple
explanation capability by which GUIDON can describe how it
is managing the dialogue.

e The content of GUIDON’s teaching knowledge, the set of 200
teaching rules, is a model that can be reused and adapted (Ap-
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pendix E). Twenty-six dialogue situations are codified, with
a dozen auxiliary sets of rules for selecting alternative dia-
logue sequences. More than twenty formats for transforming
rules into context-dependent quizzes are also described (Ap-
pendix B). Stating the teaching knowledge separately, in a rea-
sonably disciplined way, facilitates its later study and abstrac-
tion, thus providing a basis for sharing and improving what we
have written down.

e Special attention is paid to the design of an interface language
that enables a student to express many different kinds of ini-
tiative (Chapter 5). Even with a simple rule-based system as a
foundation, the space of possible student initiatives is impres-
sively broad. As examples of what is possible, this book de-
scribes domain-general procedures for responding to over two
dozen forms of student initiative, ranging from requests for ex-
planation details, to statements about what part of the problem
is solved. While no program can possibly anticipate or under-
stand everything a student might intend, GUIDON’s architec-
ture allows us to develop a language of requests and statements
that recur in teaching interactions.

In summary, this book attempts to provide a balanced retrospec-
tive of the GUIDON project. There is a place for both enthusiasm
and caution in evaluating this work. As indicated by the above list,
there are many design innovations of direct application for construct-
ing any knowledge-based tutor. Perhaps of most general interest are
the limitations of today’s expert systems that are revealed by ex-
amining what GUIDON cannot say and student behaviors it cannot
understand. We are exploiting these lessons in our continuing re-
search. This research and related Al efforts in tutoring, discourse,
and knowledge representation are briefly surveyed in the final chap-
ter.
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