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Foreword

The articles in this volume are revised versions of some of the papers pre-
sented at the Fifth Workshop on Languages and Compilers for Parallel Com-
puting that took place in Augus?ﬁ%‘m—iﬁ"ﬁ?‘fémity in New Haven.
Fhe-previous workshops in this series were held in Santa Clara (1991), Irvine
(1990), Urbana (1989) and Ithaca (1988). We strove as in previous years

for a reasonable cross-section of some of the best work in the field, and the
papers in this volume show that we succeeded fairly well.

Thanks are due to many people for making the workshop and this volume
a success: above all to Chris Hatchell, who provided the organizational and
administrative glue that held the whole enterprise together. It’s striking
how little computers can achieve when all is said and done, and how much
everything comes down (as it always has) to the right people working hard.

Utpal Banerjee
David Gelernter
Alex Nicolau
David Padua
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1 Compilation of a Highly
Parallel Actor-Based
Language

W. Kim and G. Agha
University of Illinois at Urbana-Champaign

Abstract
HAL is a High-level Actor-based Language. HAL supports a number
of communication mechanisms, local synchronization constraints, inheri-
- tance, and restricted forms of reflection. This paper discusses some issues
in compiling HAL. Specifically, we describe three source-level transfor-
mations used by the compiler for HAL. Two of the transformations
translate RPC-style message sending into asynchronous message send-
ing. The third transformation performs code motion to optimize the
implementation of replacement behavior. This optimization results in
the reduction of object code size as well as execution time.

Keywords: Actor, concurrency, synchronization constraint, in-
heritance, optimization

1 Introduction

As multicomputer architectures have become more prevalent, an increasing number of
research efforts have focused on designing languages or building compilers to efficiently
use multicomputers. These efforts are inspired by different programming models. For
example, one kind of effort, based on the SPMD model, has focused on extracting
data parallelism out of programs written in sequential programming languages such as
FORTRAN and C. These efforts focus on compiler techniques such as data dependence



analysis, loop transformation and/or data distribution [8].

Although compilers built on the SPMD model have been quite successful in utiliz-
ing data parallelism inherent in many programs, they fail to benefit from the control
parallelism inherent in algorithms and programs: some nodes may not be able to do
useful work although they could execute tasks different from other nodes.

Another approach to implicit parallel programming is based on using new program-
ming languages rather than developing compiling techniques for existing sequential
languages. Functional programming is an example of this approach. Unfortunately,
functional languages are not capable of modelling concurrency in a state-based, non-
deterministic world.

We use the Actor model which unifies the functional approach with object-based
concurrency (1, 2]. Actors support both control and data parallelism inherent in algo-
rithms themselves and may be used to naturally model a state-based non-deterministic
world. We have developed a high-level actor-based language called HAL [9]. In partic-
ular, HAL supports concurrent object-oriented programming.

Actors are self contained, independent computational agents that communicate by
asynchronous message sending. Each actor consists of its mail queue and behavior and
is associated with a unique mail address. The mail queue of an actor buffers incoming
communications (i.e. messages). The behavior of an actor specifies an action performed
by the actor in response to each communication and comprises a persistent state and
a set of method definitions. An actor’s state is defined by its acquaintances (actors
whose mail addresses are known to the actor).

All computation in an actor system is carried out in response to communications
sent to actors in the system. Specifically, an actor may perform three kinds of actions

when it accepts a message:

e It may change its behavior.
e It may send communications to its acquaintance actors asynchronously.

e It may create new actors.

The replacement behavior of an actor is the behavior with which the actor responds
to the next message it processes. It is specified by using the become primitive. When-
ever there is no executable become primitive in the thread of an actor computation, an
identically behaving actor is assumed to be its replacement behavior (by default). Note

that communications may contain mail addresses of actors; thus the interconnection



topology of an actor system is dynamic. Delivery of a message is guaranteed after an
arbitrary, but finite, delay (a fairness condition [5]).

This paper describes ongoing work on HAL and its compiler. In the following sec-
tion, we describe some linguistic constructs of HAL with their semantics, emphasizing
their implementation issues. Section 3 discusses the transformations of RPC style
message sending and the transformation for code motion to optimize the implementa-
tion of replacement behavior. The last section provides future research directions and
concluding remarks.

2 HAL: A High-level Actor Language

We briefly describe some constructs provided in HAL. First, we discuss how local syn-
chronization constraints are specified in HAL. We then discuss inheritance, replacement

behavior and some other programming constructs.

2.1 Specification of Synchronization Constraints

Consider a system in which a producer actor and a consumer actor collaborate through
a bounded buffer actor that has get and put methods. The producer invokes the put
method to store in the buffer a value it has generated. The consumer retrieves the next
available value by sending a get message to the buffer actor. Sending a put message
to a full buffer may result in loss of a generated value. Processing an invocation of get
method by an empty buffer actor may not be desirable.

Synchronization constraints are programming constructs that specify the subset of
possible states of an object under which that object’s services may be invoked. By
making explicit the enabling or disabling conditions for each method, the constraints
can guarantee data consistency on a per object basis in a concurrent system. To be
smoothly unified with inheritance, synchronization constraints need to be specified on
per class basis and as a part of class description which is separated from its method

definitions. Synchronization constraints can be specified using the following syntax:

(restrict <msg-expr> < bool-expr>)
(extend < msg-expr> < bool-expr>)
(overvrite <msg-expr> < bool-expr>)
(only <msg-expr> < bool-expr>)



where msg-expr evaluates to a method name and <bool-expr> defines the con-
dition under which the method may be invoked. In an actor not defined using a
superclass, only the operators restrict and only may be used. In the first case,
the set of enabling states in which the specified method may be invoked is restricted
to those satisfying the given condition. only specifies that only the method specified
in <msg-expr> can be processed as long as <bool-expr> evaluates true. These
operators interact with inheritance to support the incremental modification of synchro-
nization constraints. The restrict operator in a subclass specializes the constraint
in the superclass — the method may be invoked only in those enabling states of the
superclass which also satisfy the condition given in the subclass. On the other hand,
extend adds states (generalizes) the set of enabling states of a method; the method
may be invoked if either the synchronization condition in superclass actor or the sub-
class are satisfied. Finally, the operator overwrite is used to entirely redefine the set

of enabling conditions for an inherited method.

2.2 Inheritance

As in Smalltalk [12], any method of the superclass of an actor may be redefined in the
definition of the actor. As discussed above, the synchronization constraints of methods
may be incrementally modified separately from the method definition.

Figure 1 illustrates the possible usage of inheritance and synchronization constraints.
The most basic actor class is Stack which has the methods to push and pop one
element to and from the stack, respectively. This definition has a constraint (> count
0) on pop which must hold in order for a pop message to be processed.

The Bounded-stack class is a subclass of Stack. Bounded stacks satisfy a con-
straint on the size of the stack; a bounded stack cannot contain more than max elements
at any time. Because we have separated the specification of synchronization constraints
from the code for a method, we only need to state the new constraint without redefin-
ing the push method. Note that more restrictions are imposed on the push method
in the Bounded-stack class than in the Stack class.

Finally, we define the Pop2-stack class as a subclass of the Bounded-stack class.
Pop2-stack atomically pops two elements out of the stack when the pop method is
invoked. The constraint associated with pop method is redefined using overwrite in
the Pop2-stack class. By using this constraint specification scheme, the definition of
both pop and push methods can be inherited from the Stack class by its descen-
dent classes without causing the so-called “inheritance anomaly” [14]. Our scheme is



(defActor Stack (stack count)

(restrict (pop) (> count 0))

(method (push x)
(update stack (cons x stack))
(update count (+ count 1)))

(method (pop entrypoint continuation)
(send entrypoint continuation (car stack))
(update stack (cdr stack))
(update count (- count 1))))

(defActor Bounded-stack (max)
(superclass Stack)
(restrict (push) (<= count max)))

(defActor Pop2-stack
(superclass Bounded-stack)
(overwrite (pop) (> count 1))
(method (pop entrypoint continuation)
(send entrypoint continuation (car stack) (car (cdr stack)))
(update stack (cdr (cdr stack)))
(update count (- count 2))))

Figure 1: A hierarchy of stack actor classes.

flexible; incremental specialization, generalization and redefinition of synchronization
constraints can be naturally expressed. Others have argued that inheritance of syn-

chronization constraints should only support specialization [7] or generalization [15].

2.3 State Change

Local state change is specified by the become primitive in the Actor model. An actor
may become an entirely different actor. In this case a new behavior definition and
acquaintances need to be specified. However, in many cases, replacement behavior
only involves change of one or two acquaintance(s) of an actor. The update primitive
is a primitive used to specify that the replacement behavior is identical to the original
behavior except for the change in the acquaintance specified in the statement. The
syntax of update is as follows:

(update <acquaintance-name> < expr>)

Note that update conforms to a single-assignment semantics; the same acquaintance
cannot appear in more than one update statement in any control flow of a method.



However, a method can have more than one update operation provided that the oper-
ations are applied to different acquaintances. Since the effect of replacement behavior
is invisible to the current computation of an actor, multiple updates are semantically

equivalent to a become with multiple acquaintance changes.

2.4 Message-passing Mechanisms

Besides the asynchronous message sending provided as a primitive by the Actor model,
HAL provides two more message send constructs: ssend and bsend. The former is
the message order preserving send primitive, or sequenced send. The latter is the RPC
style message send primitive akin to Acore’s ask primitive [13]. Although the two
constructs provide some of the functionalities of synchronous message passing, they do
not require synchronous communication — i.e., a sender does not need to wait until a
receiver is ready to accept its message.

A sequenced send gives a sender the ability to ensure that messages to a given sender
are received in the same order in which they are sent. Sequenced sends are implemented
by tagging and, when necessary, reordering the messages at the recipient’s end. The
operator bsend is similar to a remote procedure call; the remainder of the sending
computation proceeds once a reply is received. The implementation issues related to

bsend are given in detail in Section 3.2.

2.5 Suicide

When executing a large actor program, many actors are typically created. Some of
these actors will never be used again once they have accepted certain communications
— they become garbage actors which waste space (and possibly other) resources until
they are reclaimed by garbage collector. The operator, suicide, allows an actor to
deallocate all resources it is using. Note that suicide is unsafe and is meant for use

only by the compiler or in meta-programming.

2.6 Reflection

Reflection is a system’s ability to reason and manipulate a causally connected de-
scription of itself [16]. A description is said to be causally connected to the object it
describes if changes to the description have an immediate effect on the object. Cur-
rently, HAL provides the minimal support for reflection that is necessary to allow a
system to be customized with respect to fault tolerance [3]. An actor can reify its dis-



